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A Global Pattern of Thermal
Adaptation in Marine Phytoplankton

Mridul K. Thomas,?*t Colin T. Kremer,3t Christopher A. Klausmeier,™* Elena Litchman™-?

Rising ocean temperatures will alter the productivity and composition of marine phytoplankton
communities, thereby affecting global biogeochemical cycles. Predicting the effects of future
ocean warming on biogeochemical cycles depends critically on understanding how existing global
temperature variation affects phytoplankton. Here we show that variation in phytoplankton
temperature optima over 150 degrees of latitude is well explained by a gradient in mean ocean
temperature. An eco-evolutionary model predicts a similar relationship, suggesting that this
pattern is the result of evolutionary adaptation. Using mechanistic species distribution models,
we find that rising temperatures this century will cause poleward shifts in species’ thermal niches
and a sharp decline in tropical phytoplankton diversity in the absence of an evolutionary response.

arine phytoplankton are responsible for
Mnearly half of global primary produc-

tivity (/). They play essential roles in
food webs and global cycles of carbon, nitrogen,
phosphorus, and other elements (2, 3). Empirical
studies have shown that recent ocean warming
has driven changes in productivity (4), popula-
tion size (5), phenology (6), and community com-
position (7). Global ocean circulation models
predict further temperature-driven reductions in
phytoplankton productivity this century, with con-
sequent decreases in marine carbon sequestration
(8, 9). The main mechanism that these studies
have identified is indirect: Rising temperatures
drive an increase in ocean stratification, which in
turn leads to a decrease in nutrient supply to sur-
face waters. However, most models do not con-
sider the direct effects of rising temperatures on
individual phytoplankton species, which expe-
rience sharp declines in growth rate above their
optimum temperatures for growth. They may,
therefore, underestimate the effects of warming
on ecosystems.

To understand how ocean warming will di-
rectly affect marine and estuarine phytoplankton,
we examined growth responses to temperature in
194 strains belonging to more than 130 species
from the major phytoplankton groups (10).
Temperature-related traits, such as the optimum
temperature for growth and the thermal niche
width (the temperature range over which growth
rate is positive), are among the most important in
ectothermic species, especially given predictions
of global warming (/7). We estimated these traits
from >5000 growth rate measurements, synthe-
sized from 81 papers published between 1935
and 2011. The strains were isolated from 76°N
to 75°S, giving us exceptionally broad cover-
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age of the latitudinal and temperature gradients
(fig. S1).

Growth responses to changes in temperature
are characterized by thermal tolerance curves
(reaction norms). Two features of these curves
are common to all ectotherms: unimodality and
negative skewness (i.e., a sharper decline in fit-
ness above the optimum temperature than below)
(fig. S2) (11, 12). The latter condition makes ec-
totherms living at their optimum temperature
more sensitive to warming than cooling, with
important consequences for their performance in
the environment (/3). Furthermore, there is an
exponential increase in the maximum growth rate
attainable with increasing temperature (across spe-
cies). These curves may be described using three
principal traits: maximum growth rate, optimum
temperature for growth, and thermal niche width.
We estimated these traits for each strain by fitting
a thermal tolerance function to the data (/4) and
examined their relationships with environmental
and taxonomic covariates (/0).

Our analysis revealed large-scale patterns
in thermal traits. First, strains exhibited a clear

REPORTS

latitudinal trend in the optimum temperature
for growth [Fig. 1, coefficient of determination
(R*)=0.55, P<0.0001], demonstrating the ex-
istence of a global pattern in a key microbial trait.
Second, optimum temperature was even more
strongly related to mean annual temperature at
the isolation location (Fig. 2A, R? = 069, P<
0.0001), suggesting that temperature is a major
selective agent and that adaptation to local en-
vironmental conditions occurs in marine microbes
despite the potential for long-distance dispersal
through ocean currents. In contrast, the width of
the thermal niche was unrelated to temperature
regimes. Third, strains from polar and temper-
ate waters had optimum temperatures that were
considerably higher than their mean annual tem-
peratures, whereas tropical strains had optima
closer to or lower than the mean temperatures
(Fig. 2A). Finally, variation in optimum tem-
perature and niche width was not explained by
taxonomic differences above the level of genus,
indicating that thermal adaptation is not highly
phylogenetically constrained in this group (tables
S1 and S2).

This strong trait-environment relationship
suggests that microbes are adapted to the tem-
peratures that they experience locally. However,
this pattern could also occur through a corre-
lated response to selection on other traits. To test
whether the observed pattern arose as an adapt-
ive response to variable thermal regimes, we used
an eco-evolutionary model (15, 16) to predict
the optimum temperatures that maximize fitness
at each isolation location. The model allows us
to study the effects of thermal adaptation alone
by forcing all other aspects of strains to be iden-
tical. Purely theoretical applications of such eco-
evolutionary models have been extensive, but
they have rarely been compared to quantitative
field data (17).

In the model, strains differ only in their ther-
mal tolerance curves (characterized by their opti-
mum temperature) while competing for a single
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Fig. 1. Latitudinal gradient
in the optimum temperature
for growth of marine and
estuarine phytoplankton strains
(n = 194 strains, R® = 0.55,
P < 0.0001). Each point rep-
resents the optimum temper-
ature for growth of a single
strain, estimated by fitting a
thermal tolerance function (14)
to the data. The regression
line (black) is shown, along
with 95% confidence bands
(gray). Confidence bands ac-
count for asymmetric uncer-
tainty in trait estimates using
a bootstrapping algorithm
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[(20), see also fig. S9].
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Fig. 2. Optimum temperatures for growth across a gradient of ocean tem-
perature. (A) The optimum temperature of phytoplankton strains is well explained
by variation in the mean annual temperature at their isolation locations (1 = 194,
R® = 0.69, P < 0.0001), indicating adaptation to local environmental conditions.
The 1:1 line (black, straight), regression line (black, curved) and 95% confidence
bands (gray) from bootstrapping are shown (20). The regression line shown is for

nutrient. The growth rates of all strains are
bounded by an exponential function that increases
with temperature, an empirical relationship known
as the Eppley curve (/2). We require that each
individual strain’s thermal tolerance curve touch
the Eppley curve at a single point, forcing max-
imum growth rate to become a function of opti-
mum temperature. Niche widths are held constant
across strains, because we found no significant
relationship in our data set between niche width
and environmental or taxonomic covariates (tables
S1 and S2). Given these constraints, we allow
optimum temperatures of a set of strains to
evolve in response to deterministic temperature
regimes. These regimes were based on model fits
to a 30-year sea surface temperature time series at
every isolation location (10, 18). For each envi-
ronment, we used an evolutionary algorithm based
on quantitative genetics to identify evolutionarily
stable states (ESSs) (10, 16). At an ESS, the
strains that persist (defined by their traits) cannot
be invaded by any other strain. These tempera-
ture optima serve as a theoretical prediction of the
best strategy (or strategies) at each isolation lo-
cation, which we can then compare to our data as
a test of thermal adaptation.

Our eco-evolutionary model predicts that
optimum temperatures should increase with
mean temperature and exceed it by several de-
grees (Fig. 2B and fig. S3). This is in agreement
with the observed pattern (Fig. 2A) and bolsters
the case that this relationship arises from adap-
tation to mean temperature. However, in re-
gions with the highest mean temperatures (the
tropics), the model predicts optima that are sig-
nificantly higher than those observed. Although

T T T T T
10 15 20 25 30
Mean temperature (°C)

the best model (table S4), which posits a quadratic relationship between mean
temperature and optimum temperatures. (B) The eco-evolutionary model predicts
evolutionarily stable optimum temperatures (red points) for each isolation location
that are several degrees higher than the mean environmental temperatures (i.e.,
above the black line) and agree well with the data, except in the warmest waters.
The confidence band from (A) is shown in gray for comparison.

Fig. 3. Estimated mean dai-
ly growth rates of all strains
at their isolation locations, be- ™
tween 1980 and 2010. These
estimates were based on month-
ly temperature records (19)
and each strain’s thermal tol-
erance curve, and depend on
the assumption that growth
is limited solely by tempera-
ture. Even warm-water strains
have mean growth rates ex-
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ceeding zero (the horizontal
line), indicating that they are
capable of persisting in their
environment, although their -
optima are below what our

model predicts to be most
adaptive. 0

this discrepancy suggests that tropical strains
may be less well-adapted to their environmental
temperatures, we estimated that these strains
are capable of persistence under the temper-
ature regimes they experience (Figs. 2B and 3)
(19). The difference may be a result of inter-
actions between temperature and other factors,
constraints on thermal adaptation at high tem-
peratures, or adaptation to laboratory temper-
atures before measurement. Examining model
predictions across a range of assumed niche widths
reveals that wider niches lead to larger differ-
ences between predicted optima and the mean
annual temperatures and to a decrease in the
number of coexisting strains (fig. S3). These re-
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sults illustrate that temperature variation can
support species coexistence, although it cannot
fully explain the levels of trait diversity observed
in the data.

Phytoplankton strains may be adapted to
their current conditions, but could be negatively
affected by warming oceans. Moving from the
eco-evolutionary model to purely physiological
mechanistic species distribution models (SDMs),
we then examined whether changing environmen-
tal temperatures could alter species ranges and
global diversity patterns. These models use phys-
iological trait measurements to predict species
abundances across environmental gradients (20)
but do not account for species interactions or
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Fig. 4. Changes in temperature drive changes in the potential diversity of c
phytoplankton, as predicted by mechanistic species distribution models. (A)
Mean annual temperature across the oceans over historical (1991-2000)
temperature regimes. (B) Change in mean annual temperature between
historical (1991-2000) and predicted future temperature regimes (2091—
2100). (C) Percent change in potential diversity between historical and pre-
dicted future temperature regimes. Potential diversity is reduced sharply in
the tropical oceans, despite these regions experiencing relatively small in-

creases in temperature.

evolution. We generated growth rate predictions
across the ocean for each strain represented in our
data set, based on their thermal tolerance curves
and a 10-year temperature time series (/0). If the
10-year mean growth rate of a strain was positive
at a location, the location was deemed to fall
within its range. We repeated this using both his-
torical (1991-2000) and future (2091-2100) tem-
perature regimes, the latter having been predicted
by a global climate model (10, 19, 21-23). These
estimates indicate that ocean warming is likely to
drive poleward shifts in strains’ equatorial bound-
aries, although polar range boundaries remain
approximately constant (fig. S4). Consequently,
many strains are predicted to experience a re-
duction in range size (figs. S5, S6, and S12), po-
tentially increasing extinction probabilities. Our
SDMs assume that growth rates are limited solely
by temperature, but other factors, such as nutrient
availability, could also be incorporated if relevant
trait data were available.

When the range shifts of all strains are con-
sidered in the aggregate, they can be used to pre-
dict global patterns of phytoplankton diversity
change as a result of ocean warming (Fig. 4) (24).
In order to do this, we calculated “potential diver-
sity,” defined as the number of phytoplankton
strains (out of the 194 in our data set) theoret-
ically capable of growing at a location, assuming
that temperature is the sole limiting factor (figs.
S7 and S8). A comparison of potential diversity
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50

Latitude
0

300

Latitude

patterns under both historical and future temper-
ature regimes shows that temperature change may
drive a large reduction in tropical phytoplankton
diversity over the course of this century. Approx-
imately one-third of contemporary tropical strains
are unlikely to persist there in 2100 (Fig. 4C),
despite a change in mean temperature of only
~2°C (Fig. 4, A and B). High latitudes may ex-
perience small increases in potential diversity,
as a result of poleward shifts in strain ranges.
Rising temperatures have the strongest effect
on tropical strains, because tropical optima are
close to current mean temperatures (Fig. 2A) and
thermal tolerance curves are negatively skewed.
Small increases in temperature can therefore lead
to sharp declines in growth rate. A decrease in
diversity is likely to have a strong impact on
tropical ecosystems, because biodiversity loss is a
major cause of ecosystem change (25). One pos-
sible consequence is a decrease in tropical pri-
mary productivity, which could occur through
two distinct mechanisms: the loss of highly pro-
ductive species or a decrease in complementarity
(26, 27).

Our findings lend support to the hypothesis
that tropical communities are most vulnerable to
increases in temperature (28). However, the exist-
ence of high genetic diversity within species, as
has been noted in some cases (29), may prevent
the loss of entire species. Adaptation to changing
temperatures may mitigate some of the predicted
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losses in diversity, particularly in rapidly repro-
ducing taxa such as phytoplankton. The evolu-
tion of thermal tolerance has been examined in a
few taxa, including phytoplankton (30-32), but
we currently lack the information necessary to
accurately model the consequences of evolution-
ary change on ecosystem processes (33, 34). In
the case of phytoplankton, we need estimates of
rates of adaptation to high temperature stress in a
variety of taxa, as well as an examination of the
evolutionary constraints and trade-offs that may
be associated with this. Characterizing these con-
straints will allow us to make improved forecasts
of species survival and may prove critical for
understanding the fate of tropical communities
and oceanic ecosystems.
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Decoding Human Cytomegalovirus
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The human cytomegalovirus (HCMV) genome was sequenced 20 years ago. However, like those
of other complex viruses, our understanding of its protein coding potential is far from complete.
We used ribosome profiling and transcript analysis to experimentally define the HCMV translation
products and follow their temporal expression. We identified hundreds of previously unidentified
open reading frames and confirmed a fraction by means of mass spectrometry. We found

that regulated use of alternative transcript start sites plays a broad role in enabling tight temporal
control of HCMV protein expression and allowing multiple distinct polypeptides to be generated
from a single genomic locus. Our results reveal an unanticipated complexity to the HCMV coding capacity
and illustrate the role of regulated changes in transcript start sites in generating this complexity.

(HCMV) infects the majority of human-

ity, leading to severe disease in newborns
and immunocompromised adults (7). The HCMV
genome is ~240 kb with estimates of between 165
and 252 open reading frames (ORFs) (2, 3). These
annotations likely do not capture the complex-
ity of the HCMV proteome (4) because HCMV
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has a complex transcriptome (3, 6), and genomic
regions studied in detail reveal noncanonical trans-
lational events, including regulatory (7) and over-
lapping ORFs (8—11). Defining the full set of
translation products—both stable and unstable,
the latter with potential regulatory/antigenic func-
tion (/2)—is critical for understanding HCMV.
To identify the range of HCMV-translated
ORFs and monitor their temporal expression, we
infected human foreskin fibroblasts (HFFs) with
the clinical HCMV strain Merlin and harvested
cells at 5, 24, and 72 hours after infection using
four approaches to generate libraries of ribosome-
protected mRNA fragments (Fig. 1A and table S1).
The first two measured the overall in vivo distri-
bution of ribosomes on a given message; infected
cells were either pretreated with the translation
elongation inhibitor cycloheximide or, to exclude
drug artifacts, lysed without drug pretreatment
(no-drug). Additionally, cells were pretreated with
harringtonine or lactimidomycin (LTM), two drugs
with distinct mechanisms, which lead to strong
accumulation of ribosomes at translation initia-
tion sites and depletion of ribosomes over the
body of the message (Fig. 1A) (/3—15). A modi-

fied RNA sequencing protocol allowed quanti-
fication of RNA levels as well as identification
of 5’ transcript ends by generating a strong over-
representation of fragments that start at the 5’ end
of messages (fig. S1) (16).

The ability of these approaches to provide a
comprehensive view of gene organization is il-
lustrated for the UL25 ORF: A single transcript
start site is found upstream of the ORF (Fig. 1A,
mRNA panel). Harringtonine and LTM mark a
single translation initiation site at the first AUG
downstream of the transcript start (Fig. 1A, Harr
and LTM). Ribosome density accumulates over
the ORF body ending at the first in-frame stop
codon (Fig. 1A, CHX and no-drug). In the no-
drug sample, excess ribosome density accumu-
lates at the stop codon (Fig. 1A, no-drug) (/4).

Examination of the full range of HCMV
translation products, as reflected by the ribo-
some footprints, revealed many putative previ-
ously unidentified ORFs: internal ORFs lying
within existing ORFs either in-frame, resulting in
N-terminally truncated translation products (Fig.
1B), or out of frame, resulting in entirely previous-
ly unknown polypeptides (Fig. 1C); short uORFs
(upstream ORFs) lying upstream of canonical
ORFs (Fig. 2A); ORFs within transcripts anti-
sense to canonical ORFs (Fig. 2B); and previ-
ously unidentified short ORFs encoded by distinct
transcripts (Fig. 2C). For all of these categories,
we also observed ORFs starting at near-cognate
codons (codons differing from AUG by one nu-
cleotide), especially CUG (Fig. 2D).

HCMYV expresses several long RNAs lacking
canonical ORFs, including B2.7, an abundant
RNA, which inhibits apoptosis (/7). In agree-
ment with B2.7’s observed polysome associa-
tion (/8), multiple short ORFs are translated
from this RNA (Fig. 2E and fig. S2), and the
corresponding proteins for two of these ORFs
were detected by means of high-resolution MS
(Fig. 2E). Although the translation efficiency
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