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[1] We have reviewed the available scientific literature on
how natural sources and the atmospheric fate of methane
may be affected by future climate change. We discuss
how processes governing methane wetland emissions, per-
mafrost thawing, and destabilization of marine hydrates
may affect the climate system. It is likely that methane wet-
land emissions will increase over the next century. Uncertain-
ties arise from the temperature dependence of emissions and
changes in the geographical distribution of wetland areas.
Another major concern is the possible degradation or thaw
of terrestrial permafrost due to climate change. The amount
of carbon stored in permafrost, the rate at which it will thaw,
and the ratio of methane to carbon dioxide emissions upon
decomposition form the main uncertainties. Large amounts
of methane are also stored in marine hydrates, and they could

be responsible for large emissions in the future. The time
scales for destabilization of marine hydrates are not well
understood and are likely to be very long for hydrates found
in deep sediments but much shorter for hydrates below shal-
low waters, such as in the Arctic Ocean. Uncertainties are
dominated by the sizes and locations of the methane hydrate
inventories, the time scales associated with heat penetration
in the ocean and sediments, and the fate of methane released
in the seawater. Overall, uncertainties are large, and it is dif-
ficult to be conclusive about the time scales and magnitudes
of methane feedbacks, but significant increases in methane
emissions are likely, and catastrophic emissions cannot be
ruled out. We also identify gaps in our scientific knowledge
and make recommendations for future research and develop-
ment in the context of Earth system modeling.
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1. INTRODUCTION TO THE METHANE CYCLE

[2] Methane (CH4) is an important greenhouse gas. Its
atmospheric concentration in dry air mole fractions (nmol
mol−1, abbreviated ppb) has increased from 380 ppb at the
Last Glacial Maximum (LGM) [Monnin et al., 2001] to
715 ppb in 1750 [Etheridge et al., 1998] and 1787 ppb in
2008 [Dlugokencky et al., 2009]. It fluctuated between
320 and 780 ppb (Antarctic concentration) over the last
800,000 years [Loulergue et al., 2008]. Ice core methane

records also reveal abrupt changes concomitant with the
abrupt warmings of the last glacial period recorded in
Greenland [Chappellaz et al., 1993a], with a response
reaching 16 ppb per °C of Greenland warming [Huber et al.,
2006] and increases of up to 200 ppb within a century [Wolff
et al., 2010]. The radiative efficiency of CH4 is 1 order of
magnitude larger than that of carbon dioxide (3.7 × 10−4

versus 1.548 × 10−5 W m−2 ppb−1 [Ramaswamy et al., 2001]).
This is why CH4 is the second most important anthropo-
genic greenhouse gas with a radiative forcing of over
0.48 W m−2 in 2008 relative to preindustrial times (to be
compared to 1.74 W m−2 for carbon dioxide (CO2) based on
a global mean concentration of 385 ppm for 2008 from
Pieter Tans, Earth System Research Laboratory, NOAA,
http://www.esrl.noaa.gov/gmd/ccgg/trends). The global mean
atmospheric abundance of CH4 is determined by the interplay
between emissions and sinks. CH4 emissions are very diverse,
covering a wide range of natural (wetlands, termites, oceans,
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marine hydrates, geological sources, wild animals, and
wildfires) and anthropogenic (energy, mining, landfills and
waste treatment, ruminants, rice agriculture, and biomass
burning) sources [Denman et al., 2007, Table 7.6]. It is
widely accepted that reductions in anthropogenic CH4

emissions should play a role in a multigas strategy to miti-
gate climate change because reductions have a relatively
large radiative payoff and can be economically beneficial
(e.g., capturing CH4 from underground coal mines and
marketing it). However, it is feared that the natural sources
of CH4 may increase significantly in a warmer climate,
through feedback loops that are not included in current
climate models. The objective of this paper is to review the
scientific literature in order to assess the importance and
level of understanding of these potential feedback loops and
to make some recommendations for future research.
[3] A prerequisite to the understanding of CH4 feedbacks

is a quantitative understanding of the CH4 sources and sinks
in the present‐day climate. Estimates for individual sources
can be obtained using “bottom‐up” estimates, which involve
a variety of techniques from field studies [e.g., Khalil et al.,
1998;Mastepanov et al., 2008] and economic analyses [e.g.,
van Aardenne et al., 2001; Olivier et al., 2005] to process‐
based modeling [e.g., Walter et al., 2001a], or inversion
modeling, the so‐called “top‐down” approach [e.g.,
Houweling et al., 1999; Wang et al., 2004; Bergamaschi et
al., 2005]. In addition, 13C/12C isotopic ratios help constrain
emissions sectorally [e.g., Mikaloff Fletcher et al., 2004a]
and geographically [e.g., Mikaloff Fletcher et al., 2004b].
[4] The best estimates for individual source strengths are

given by Denman et al. [2007] and, in turn, originate from a
number of studies [e.g., Houweling et al., 2000; Wuebbles
and Hayhoe, 2002; Olivier et al., 2005; Chen and Prinn,
2006]. Wetland emissions of CH4 are the largest single
source. The estimated flux from Denman et al. [2007] to the
atmosphere is given as 100–230 Tg yr−1. These uncertainty
bounds indicate the remaining large level of uncertainty in
their source strength. To balance sources, atmospheric
CH4 is removed by oxidation with the hydroxyl (OH) rad-
ical in the troposphere, biological oxidation in drier soil
[Born et al., 1990; Ridgwell et al., 1999], reaction with
chlorine and/or oxygen (O(1D)) atoms in the stratosphere,
and oxidation with chlorine atoms in the marine boundary
layer [Platt et al., 2004; Allan et al., 2005]. Of these, oxi-
dation with tropospheric OH is by far the most important
and is responsible for removing 85%–90% of atmospheric
CH4. The abundance of OH and, consequently, the CH4

lifetime depend on local concentrations of CH4 itself,
nitrogen oxides (NOx), carbon monoxide (CO), and non-
methane volatile organic compounds (NMVOCs). For an
overview of OH chemistry and its stability, the reader is
referred to Lelieveld et al. [2002, 2004].
[5] Although there is uncertainty in individual source and

sink estimates, the total global source of CH4 is relatively
well constrained to within ±15% [Prather et al., 2001] and
largely reflects the uncertainty in the overall sink strength of
±15% [Denman et al., 2007]. By knowing the atmospheric
concentration and the loss rate, the global source is esti-

mated to be approximately 582 Tg CH4 yr
−1 for the 2000–

2004 period [Denman et al., 2007], of which 60%–70% is of
anthropogenic origin. This emission rate is twice that esti-
mated for the preindustrial period [Chappellaz et al., 1993b;
Etheridge et al., 1998; Houweling et al., 2000; Ferretti
et al., 2005; Valdes et al., 2005]. As a result, and predom-
inantly because of the raised anthropogenic emissions
breaking the near‐balance between sources and sinks in
preindustrial times, atmospheric CH4 concentrations have
seen a dramatic increase since the 18th century from 715 to
1774 ppb in 2005 [Forster et al., 2007]. Flask measure-
ments for roughly the last 2 decades are shown in Figure 1a.
Very recent concentrations of CH4 have increased even beyond
the 2005 concentrations [Rigby et al., 2008;Dlugokencky et al.,
2009] and are unprecedented in the past 800,000 years
[Loulergue et al., 2008]. While the global increase in CH4

concentrations is unequivocal, the growth rate of CH4 and
the processes controlling it are more poorly understood.
[6] The growth rate of atmospheric CH4, as shown in

Figure 1b, represents the imbalance between sources and
sinks. This was at a high of 16 ppb yr−1 in the late 1970s and
early 1980s [Blake and Rowland, 1988]. It then slowed
significantly [Steele et al., 1992; Dlugokencky et al., 1998]
until it came very close to zero in 1999 [Dlugokencky et al.,
2003]. Since then and until very recently, CH4 concentra-
tions have remained relatively stable. However, concerns
have increased again during the last 3 years as very recent
measurements show that renewed growth started in early
2007 [Rigby et al., 2008; Dlugokencky et al., 2009].
Numerous studies have examined the relative importance of
changes in emissions and/or OH abundance to this trend.
Prinn et al. [2005], for example, using an inversion model
and methyl chloroform (CH3CCl3) observations, found a
small positive global trend in OH for the period 1984–2002
of 0.2% yr−1, which appears consistent with the downward
trend in CH4 growth rate, although the interannual vari-
ability is high. Other studies have also found a positive trend
[Karlsdóttir and Isaksen, 2000; Dentener et al., 2003; Wang
et al., 2004; Fiore et al., 2006] but differ in their explana-
tions for the OH changes. Bousquet et al. [2005], however,
found a negative trend in global mean OH of 0.7% yr−1 for
1980–2000 but argued for improved CH3CCl3 emission
inventory data to infer more robust long‐term OH trends.
Their argument appears to support possible incorrect as-
sumptions about the temporal distribution of CH3CCl3
emissions [Krol and Lelieveld, 2003; Krol et al., 2003;
Lelieveld et al., 2004]. On the other hand, the study of
Manning et al. [2005] using 14CO observations found no
significant long‐term trend in OH concentrations. Moreover,
although changes in global mean OH may have been neutral
or small in the past century, regional changes may have been
more significant [Lelieveld et al., 2002, 2004].
[7] While the studies above have focused on OH and its

CH4 removal properties, others have proposed that the
decline in CH4 growth rate through the 1980s and 1990s can
be partly or wholly attributed to reductions or stabilization
of emissions. For example, Wang et al. [2004], in addition
to a positive OH trend, found that decreasing anthropogenic
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emissions (ruminants, gas leakage, and coal mining) from
Eastern Europe and the former Soviet Union (FSU) con-
tributed to the declining growth rate between 1988 and 1997.
This reduction is supported by other studies [Dlugokencky
et al., 2003; Bousquet et al., 2006; Chen and Prinn, 2006],
although there may also be a contribution from wetlands
[Walter et al., 2001b; Bousquet et al., 2006]. Furthermore,
Cunnold et al. [2002] inferred from atmospheric CH4

measurements that net annual emissions from 1985 to 1997
were fairly constant, which is consistent with Dlugokencky
et al. [1998]. While emissions from Eastern Europe and
the FSU may have decreased in the late 1980s and early
1990s, global anthropogenic emissions increased during the
entire 1970–1992 period, were fairly constant between 1993
and 2000, and have increased since 2000, according to the
Emissions Database for Global Atmospheric Research
(EDGAR4) database (http://edgar.jrc.ec.europa.eu). Since
1999, the increase in global anthropogenic emissions may
have been masked by a coincident decrease in wetland
emissions driven by extended droughts [Bousquet et al.,
2006]. Bousquet et al. [2006] suggested that atmospheric
CH4 may increase further if wetland emissions return to
their 1990s level. Indeed, the very recent reversal to a
positive CH4 growth rate has been attributed by Rigby et al.
[2008] to increasing emissions globally or in the Northern
Hemisphere alone, depending on the assumption regarding
OH concentrations. Dlugokencky et al. [2009], more
recently, indicated that the increase in 2007 was due to
increased emissions from northern wetlands caused by
anomalously high temperatures with a small contribution
from the tropics. A further increase in atmospheric CH4 was
evident in 2008, particularly in the tropics, and was attrib-
uted to increased emissions from tropical wetlands associ-
ated with positive anomalies in precipitation over Indonesia

and the eastern Amazon typical of La Niña events
[Dlugokencky et al., 2009]. Using satellite observations, an
inversion model, and a simple CH4 wetland emissions
model, Bloom et al. [2010] estimated a 7% rise in wetland
emissions over the 2003–2007 period as a result of midlati-
tude and high‐latitude warming.
[8] From Figure 1b, there is significant variation in the

atmospheric CH4 growth rate between years. This variation
suggests a strong interannual variation in sources and/or
sinks, but the main causes remain uncertain. For example,
the anomalously low growth rate in 1992 following the
Mount Pinatubo eruption has been attributed to aerosol‐
induced stratospheric ozone depletion and anomalously high
OH concentrations [Bekki et al., 1994;Wang et al., 2004]. A
more recent study by Telford et al. [2010] suggests that the
low growth rate and enhanced OH could be attributed to
reduced biogenic volatile organic compound (BVOC)
emissions following the Mount Pinatubo eruption. On the
other hand, other studies suggest that the anomaly was due to
lower emissions from northern fossil fuel sources [Bousquet
et al., 2006] and biomass burning [Lowe et al., 1997], with
some contribution from lower wetland emissions [Wang
et al., 2004]. The enhanced growth rate in the 1997–1998
El Niño year has been attributed to changes in emissions
from wetlands [Dlugokencky et al., 2001; Mikaloff Fletcher
et al., 2004a; Chen and Prinn, 2006; Morimoto et al.,
2006], biomass burning [Langenfelds et al., 2002; Morimoto
et al., 2006], and wildfires [Prinn et al., 2005; Bousquet
et al., 2006]. An assessment of emissions for the period
1997–2004 clearly supports anomalous burning during the
1997–1998 El Niño year [van der Werf et al., 2006], and the
enhancement in CH4 emissions alone accounts for approxi-
mately two thirds of the CH4 growth rate anomaly. In addi-
tion to OH and emission changes, the CH4 growth rate

Figure 1. Time series of (a) globally averaged atmospheric CH4 concentrations in ppb and (b) instan-
taneous CH4 growth rate for globally averaged CH4 in ppb yr−1 for the period 1983–2008 derived from
observations from NOAA’s global surface air sampling network. Adapted from Dlugokencky et al.
[2009].
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appears to be influenced by interannual variability in mete-
orology [Warwick et al., 2002].
[9] Despite the individual source strength uncertainties

and the lack of understanding of the atmospheric CH4 growth
rate, it is still widely accepted that reductions in anthropo-
genic CH4 emissions should play a role in a multigas strategy
to mitigate climate change. However, as the climate warms,
natural sources of CH4 may increase through feedback loops
that are currently not represented in climate models. In
sections 2–4, we examine the importance and level of
understanding of potential feedback loops involving wet-
lands, permafrost, and marine hydrates, respectively.

2. WETLANDS

2.1. Methane Emissions From Wetlands
[10] Wetlands are the dominant natural source of CH4

over the globe and emit between 100 and 231 Tg CH4 yr
−1

globally [Denman et al., 2007] out of a total of about
582 TgCH4 yr

−1 during the 2000–2004 period. This represents
∼17%–40% of the global present‐day atmospheric CH4

budget, which is dominated by anthropogenic sources. As
well as uncertainty in the global mean contribution of wetland
CH4 emissions to the overall budget, there is considerable
uncertainty over its geographical distribution.
[11] Methane is produced by the anaerobic respiration of

methanogenic microbes. This occurs in saturated anoxic soil
below the water table [Arneth et al., 2010]. The rate of CH4

production is dependent on soil temperature, the amount and
quality of substrate available from vegetation primary pro-
duction and organicmatter decomposition [Christensen et al.,
2003], and soil pH [Garcia et al., 2000]. The CH4 is trans-
ported out of the saturated zone either through diffusion,
ebullition, or vegetation‐mediated transfer in vascular plants.
Ebullition is the formation and release of bubbles into the
unsaturated soil pore space (or atmosphere if the water table is
above the surface). Vegetation‐mediated transport can also
occur from the saturated zone through the roots of many
species of wetland plants, thereby bypassing the unsaturated
oxic soil above the water table.
[12] In non‐vegetation‐mediated transport, CH4 is oxidized

in the oxic (unsaturated) region of the soil. Hence, the posi-
tion of the water table defines the sizes of both the production
and consumption zones. As the oxic region of the soil is
highly efficient at oxidizing CH4, significant amounts of CH4

are generally only released from the soil into the atmosphere
when the water table is relatively high [Roulet et al., 1992].
[13] The rates of CH4 production and oxidation are both

strongly temperature dependent. Both the production and
oxidation rates are often described by a Q10 factor, where
Q10 is the factor by which a reaction rate increases with a 10K
increase in temperature. This observation‐based value is an
approximation to the Arrhenius equation, which describes
the temperature dependence of a single biological process.
Moreover, estimating Q10 from observed CH4 emissions
usually combines a number of processes (e.g., substrate
production, CH4 production, and oxidation) and can thus

generally be regarded as a semiempirical fitting parameter for
simple models which lump these processes together. Q10‐
derived values from observational studies give a range of
1.7–16 for CH4 emissions [Walter and Heimann, 2000].
However, much of this discrepancy is probably due to the
difficulty in eliminating other environmental factors such
as soil moisture variation [Khalil et al., 1998].
[14] The amount of CH4 emitted anaerobically from

wetlands has been shown to be predominantly dependent on
water table position, temperature, and the availability of
carbonaceous substrate [Christensen et al., 2003; Moore
et al., 1998]. However, the sensitivity of the emissions to
these factors is still highly uncertain [Walter and Heimann,
2000]. The cause of the interannual variability in wetland
CH4 emissions is also uncertain, with various studies show-
ing differing temperature and hydrological sensitivities
[Dlugokencky et al., 2001; Gedney et al., 2004; Bloom et al.,
2010; Ringeval et al., 2010].
[15] Aerated soils can also take up atmospheric CH4

through oxidation by methanotrophic bacteria. Figure 2
shows modeled net CH4 fluxes to the atmosphere for the
pan‐Arctic region during the 1990s from Zhuang et al.
[2004]. Although there are extensive areas with net uptake
of CH4 from the atmosphere, this component is relatively
small compared to the tropospheric OH sink.
[16] Estimates of present‐day global wetland CH4 emis-

sions are usually derived from process‐based models
(bottom‐up approach [e.g., Cao et al., 1996; Walter et al.,
2001a]) or global inverse models (top‐down approach [e.g.,
Hein et al., 1997; Bousquet et al., 2006]). Process‐based
models tend to be calibrated at individual wetland sites and
then applied across the globe. Some of these process‐based
models do not include all the different CH4 transport path-
ways from the soil to the atmosphere. Some schemes
incorporate substrate availability through modeling the
multiple soil carbon pools [e.g., Cao et al., 1996], whereas
others use net primary productivity as a surrogate [e.g.,
Christensen and Cox, 1995; Walter et al., 2001a]. Most
wetland CH4 emission models tend to use relatively simple
hydrology models with the grid box mean water table depth
estimated from a simple function of soil moisture [e.g., Cao
et al., 1996].
[17] Regardless of the complexity of the process‐based

models, they are not globally constrained. This probably
explains the large range in emissions estimates produced
using this approach: e.g., 92 Tg CH4 yr

−1 with ∼64% from
tropical wetlands [Cao et al., 1998] to 260 Tg CH4 yr

−1 with
∼75% from tropical wetlands [Walter et al., 2001a].
[18] Inverse models use a chemical transport model to

estimate the most likely distribution of CH4 wetland emis-
sions given the observed atmospheric chemistry and mete-
orology and estimates of anthropogenic CH4 emissions.
These studies tend to rely on relatively simple models of
CH4 emissions from wetlands [e.g., Hein et al., 1997]. More
recent inversion studies have used isotopic CH4 data in
order to constrain the model further by attempting to dis-
tinguish between biogenic and anthropogenic CH4 sources.
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However, there is still considerable spread in global esti-
mates from inversion models with a range of 145–231 Tg
CH4 yr

−1 [Denman et al., 2007]. Much of this spread is due
to a lack of observations [Chen and Prinn, 2006]. A priori
estimates of fluxes also play a significant role in determining
the results of the inversion [Hein et al., 1997]. Another
cause of uncertainty is in OH, the global total of which is
currently assumed to be known to within 10%. Some of the
emissions spread may also be explained by the difficulty in
differentiating between rice and natural wetland emissions
due to their close proximity in Southeast Asia. Indeed, Chen
and Prinn [2006] merge their estimates of wetland and rice
emissions over Southeast Asia as they state it would be
difficult to separate them in an inversion model.
[19] Satellite estimates of total column CH4 from the

Scanning Imaging Absorption Spectrometer for Atmospheric
Chartography (SCIAMACHY) instrument have recently
become available and have been used in inversion studies
[e.g., Frankenberg et al., 2005; Bergamaschi et al., 2009].

Most inversion studies (regardless of whether they use
SCIAMACHY data or not) produce a higher proportion of
tropical emissions than the bottom‐up studies: the percen-
tages of emissions from tropical wetlands from a number of
inversion studies are 81%, 85%, 88%, and 76% forHein et al.
[1997], Wang et al. [2004], Mikaloff Fletcher et al. [2004a],
and Chen and Prinn [2006], respectively. The bottom‐up
approaches have typically given more emphasis to the high
latitudes where the majority of the wetlands occur (see above)
and where most of the field experiment data are available
[Walter et al., 2001a].

2.2. Response of Methane Wetland Emissions
to Changing Climate
[20] Historical studies also have the potential to constrain

wetland CH4 models; however, this constraint is not very
strong. LGM and preindustrial atmospheric CH4 concen-
trations are highly correlated with rapid variations in the

Figure 2. Simulated net CH4 fluxes (emissions and consumption) in the pan‐Arctic region for the 1990s.
Positive values indicate net emissions to the atmosphere, and negative values indicate net uptake from the
atmosphere. Reproduced from Zhuang et al. [2004].
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polar temperature records [Chappellaz et al., 1993a]. Meth-
ane concentrations have varied between 350 and 700 ppb
over this period. This suggests that there might be a strong
feedback between temperature and wetland CH4 emissions.
Precise measurements of the interpolar difference of the CH4

mixing ratio during the Holocene and back to the LGM have
provided constraints on the latitudinal distribution of the
source‐sink changes through time [Chappellaz et al., 1997;
Brook et al., 1999; Dällenbach et al., 2000]. These studies
suggest that tropical wetlands played a key role in driving
glacial‐interglacial and Holocene CH4 changes but that
abrupt CH4 increases accompanying the rapid Dansgaard‐
Oeschger warmings mostly involved boreal wetland switch
on/off. Recent isotopic (13C/12C and D/H) mass balance of
the CH4 budget between the LGM and the Holocene sug-
gests that wetland changes (both in the tropics and at boreal
latitudes) should have been key players to explain the CH4

doubling between glacial and interglacial conditions [Fischer
et al., 2008]. Wetland extent and climate were consider-
ably different during the LGM and are not well known
[Chappellaz et al., 1993b; Kaplan, 2002]. Moreover, the
atmospheric oxidizing capacity may have been influenced
by other factors such as emissions of BVOCs (see also
section 5.4).
[21] In the more recent past, increasing soil temperatures

and draining land for agriculture [Chappellaz et al., 1993b;
Houweling et al., 2000] are likely to have had opposing
effects on emissions. Zhuang et al. [2004] estimate that
emissions have increased by an average of 0.8 Tg CH4 yr

−1

over the 20th century across the pan‐Arctic region.
Houweling et al. [2000] suggest that wetland emissions
would have decreased by roughly 10% since the beginning
of industrialization.
[22] The overall change of wetland CH4 emissions in

response to future climate is mainly dependent on the
combined effect of geographical changes in temperature and
precipitation. The largest warming is projected over the high
latitudes [Meehl et al., 2007]. Christensen and Cox [1995]
hypothesized that enhanced anaerobic decomposition of
soil carbon and the associated increase in CH4 production
could provide a significant positive feedback on the
anthropogenic greenhouse effect. However, the height of the
water table is strongly dependent on the extent of permafrost
in the soil. Observations suggest that permafrost thawing
has already been seen over large areas in the Arctic and sub‐
Arctic [Stokstad, 2004]. This is discussed in more detail in
section 3.3.
[23] As well as changes in climate, changes in sulfate

deposition may also have a considerable impact on wetland
emissions. Sulfur‐reducing bacteria have a higher affinity
for hydrogen and acetate (both of which are involved in
methanogenesis). As a consequence, acid deposition may be
suppressing CH4 emissions from peatlands by ∼15% in the
present day [Gauci et al., 2004]. Acid deposition is likely to
decrease in the future because of air quality control policies,
thus unmasking the suppression in CH4 emissions that may
have occurred in the recent past.

[24] The supply of substrate for CH4 production is also
likely to change under climate change. In a dynamic global
vegetation model comparison, the global vegetation pro-
ductivity is predicted to decrease, and soil carbon decom-
position is predicted to increase [Sitch et al., 2008]. The
regional response is complex, however, with the extratropics
predicting an increase in vegetation productivity.
[25] Cao et al. [1998] applied idealized changes to the

climate in a process‐based ecosystem model of natural
wetlands and rice paddies. A uniform increase in tempera-
ture of 2°C and a 10% rise in precipitation resulted in a
predicted increase in CH4 emissions of 19%. Temperature
increases above 4°C, however, resulted in a reduced flux
due to soil moisture depletion.
[26] Gedney et al. [2004] used a simple CH4 emissions

model coupled to a version of the Met Office Surface
Exchange Scheme [Gedney and Cox, 2003] to estimate the
response of wetland emissions to future climate. The model
had a temperature‐dependent Q10 which was equivalent to
the Arrhenius equation, and the substrate availability is
proportional to the soil carbon content. The model incor-
porated a prognostic water table depth and soil freezing and
thawing. Hence, it could respond to both hydrological and
thermodynamic changes caused by climate change. The
CH4 model parameters (Q10 and a global rate factor con-
stant) were first constrained using the observed interannual
variability in global atmospheric CH4 concentrations. The
best estimate of Q10 was found to be ∼3.7 at 0°C (equivalent
to 3.3 at 25°C) and total wetland and rice CH4 emissions of
300 Tg CH4 yr

−1. Gedney et al. [2004] predicted an increase
of between 75% and 100% in wetland emissions over the
21st century under the IS92A scenario. This is equivalent to
a ∼25%–35% change in global wetland emissions per
degree of global temperature change and amounts to a 4%–
5% increase in the total predicted warming by 2100. The
dominant driving force in the model was found to be the
increase in temperature, rather than changes in water table.
The absolute increases in wetland emissions were largest
over the tropics.
[27] Shindell et al. [2004] used the Goddard Institute for

Space Studies climate model to predict the change in CH4

emissions due to climate change with both the emission rate
and the geographic distribution of wetlands responding to
climate. They simulated an increase in wetland CH4 emis-
sions from 156 to 277 Tg yr−1 for a doubling of atmospheric
CO2 with the bulk of the increase due to enhanced emissions
from existing tropical wetlands. In most wetland regions, the
increases were driven both by warmer temperatures and by
enhanced precipitation.
[28] Eliseev et al. [2008] predicted future changes of

wetland CH4 emissions for three scenarios (A2, A1B, and
B2) from the Intergovernmental Panel on Climate Change
(IPCC)’s Special Report on Emissions Scenarios (SRES)
[Nakićenović et al., 2000] using the Institute of Applied
Physics, Russian Academy of Sciences (IAP RAS), climate
model of intermediate complexity. Wetland areas were fixed
in time and prescribed from observations. Eliseev et al.
[2008] also assumed that all wetland ecosystem soils were

O’Connor et al.: METHANE CYCLE IN A FUTURE CLIMATE RG4005RG4005

6 of 33



completely water saturated. The wetland CH4model assumed
a Q10 temperature dependence of 2 with no account taken of
substrate availability. Methane was incorporated into the
atmosphere using a simple well‐mixed approximation and
decay time. The absolute increases in wetland emissions
were largest over the high latitudes mainly because of the
greater climatic change there. The global CH4 wetland
emissions between preindustrial times and 2100 were pre-
dicted to change from 130–140 to 170–200 Tg CH4 yr−1

depending on the scenario used. This is approximately
equal to 20–25 Tg CH4 yr−1 per degree of global temper-
ature change or 10%–15% change in global wetland emis-
sions per degree of global temperature change. This results
in approximately an additional 1%–2% additional warming
between the preindustrial period and 2100 for the scenarios
considered (A2, A1B, and B2).
[29] Volodin [2008] also used the IAP RAS climate model

but with a more complex wetland model where the CH4

diffusion and ebullition as well as CH4 oxidation in the soil
were explicitly modeled. The CH4 production was based on
net primary productivity rather than soil organic matter. The
Q10 value for CH4 production was also much higher (Q10 =
6). The geographical distribution of wetland area was fixed,
but the water table was modeled. The absolute increases in
wetland emissions were largest over the tropics. Volodin
[2008] predicted an increase from preindustrial times to
2100 for the A1B scenario run of 240–340 Tg CH4 yr−1.
This is equal to approximately a 12% change in global
wetland emissions per degree of global temperature change
due to both temperature and precipitation increases. Given
the relatively high Q10 value that was used, it is not sur-
prising that Volodin predicts a much larger additional
warming (8%) due to interactive wetland CH4 than Eliseev
et al. [2008]. Volodin also used a slightly different equa-
tion to calculate the CH4 concentration in the atmosphere,
which may also partly explain this.
[30] The interactive wetland and atmospheric chemistry

studies which predict the impact of changes in climate on
CH4 and its subsequent climate feedback [Gedney et al.,
2004; Eliseev et al., 2008; Volodin, 2008] predict very dif-
ferent present‐day values and changes in future wetland
emissions. The range of additional warming from wetland
CH4 emissions from preindustrial times to 2100 is predicted
to be between ∼1% and 8% for the SRES A2, A1B, and B2
scenarios [Eliseev et al., 2008; Volodin, 2008]. The Gedney
et al. [2004] simulation, which started from 1990 and used
the IS92a scenario, predicted a 4%–5% increase in warming
between 1990 and 2100. The enhanced wetland emissions
given by Shindell et al. [2004] and Volodin [2008] were due
to both temperature and precipitation increases, whereas
those given by Gedney et al. [2004] were dominated by
temperature alone (Eliseev et al. [2008] fix the water content
in their wetlands so their emissions increases must be due to
temperature changes alone).
[31] All these interactive climate studies [Gedney et al.,

2004; Eliseev et al., 2008; Volodin, 2008] predict present‐
day global wetland emissions that are within the range of (or
very close to) current estimates [Denman et al., 2007]. In the

Eliseev et al. [2008] study, the modeled atmospheric
CH4 concentrations agree well with observations between
approximately 1960 and 2000 but are approximately 100–
150 ppb too high between 1860 and 1960. In the Volodin
[2008] study, the atmospheric CH4 concentration was too
low (∼50–100 ppb) from preindustrial times to 1990. After
this, the model simulation improved until 2000, where the
model agrees well with the observations. Given the overall
uncertainties in the historical CH4 budget, none of these
studies can be obviously eliminated through their compari-
son against observations.

2.3. Challenges and Prospects
[32] There has been success in isolating the main controls

of CH4 emissions from wetlands, namely, water table depth,
soil temperature, and substrate availability and quality
[Roulet et al., 1992; Khalil et al., 1998; Christensen et al.,
2003]. However, the fundamental processes governing
these and how they respond to changes in climate need to be
modeled to an adequate level of complexity. In order to
successfully model wetland CH4 emissions, the wetland
hydrology and thermodynamics must first be adequately
parameterized.
[33] Water table depth and inundation extent are strongly

controlled by soil hydraulic properties, local topography,
permafrost, and the active layer depth, in addition to climate.
Presently, most models prescribe the inundated regions of
the world from observations and use a simple hydrology
model to estimate the height of the water table.
[34] The current global geographical distribution of wet-

lands is uncertain, however. There are a number of data sets
available [e.g., Matthews and Fung, 1987; Aselmann and
Crutzen, 1989; Prigent et al., 2007]. Most of the early
data sets were based on regional charts and have differing
levels of coverage. Prigent et al. [2007] used a multisatellite
approach to indentify regions of surface inundation. This
technique may underestimate small inundated areas espe-
cially under dense vegetation coverage. Also, it will fail to
find noninundated wetlands by definition as here the water
table is beneath the surface. However, unlike the map‐based
data sets, this approach produces monthly data which are
helpful in the validation of modeled wetland hydrology.
[35] Some large‐scale simple wetland models have been

developed which combine subgrid‐scale topographic sta-
tistical information and soil water content to predict the
fractional inundation extent [e.g., Gedney and Cox, 2003;
Decharme et al., 2008]. The Gedney and Cox [2003] model
allowed for a saturated zone and water table to develop in
the soil. This is dependent not only on climate but also on
topography as the flatter the region, the slower the lateral
water flow out of the soil column. The Decharme et al.
[2008] model included a prognostic reservoir which fills
when the river height exceeds a threshold. More sophisti-
cated schemes are available which use spatially explicit
subgrid‐scale elevation data to model flow and inundation
within the grid box [e.g., Dadson et al., 2010]. To date,
these schemes have not been run in full Earth system models
(ESMs).

O’Connor et al.: METHANE CYCLE IN A FUTURE CLIMATE RG4005RG4005

7 of 33



[36] Soil properties also impact the water table height
significantly. The hydraulic properties of organic soils typ-
ically found in wetland areas are typified by high hydraulic
conductivity near the soil surface which rapidly reduces
with depth. These properties have not been incorporated into
most climate models, although some land surface schemes
do include them [e.g., Letts et al., 2000].
[37] The ability to model permafrost extent and the evo-

lution of the active layer is discussed in detail in section 3
and is important in determining the water table depth. The
exact nature of how permafrost thawing impacts water table
height is likely to be highly significant but is still unclear as
contrasting responses have been observed over the boreal
regions [Jorgenson et al., 2001; Turetsky et al., 2002;
Christensen et al., 2004; Stokstad, 2004]. Depending on the
conditions, thawing may lead to enhanced soil drainage and
therefore a lowering of the water table or landscape collapse
leading to impeded drainage and a raised water table. More
studies are therefore needed to clarify the relationship
between permafrost thawing and change in the water table
height.
[38] Another key driver of wetland CH4 emissions is tem-

perature. Temperature not only affects the rate of produc-
tion of CH4 emissions directly but also affects the quantity
of substrate available through plant matter production and
organic decomposition. However, there is considerable
uncertainty in the response of plant productivity and soil
decomposition to changes in climate [Sitch et al., 2008].
[39] Assuming the driving variables are adequately

modeled, the level of detail that is required to model CH4

emissions at the large scale is still unclear. In order to fully
constrain detailed process‐based CH4 emission models and
isolate production, transport pathways, and oxidation,
detailed field data are required. However, the number of field
experiments that have been carried out in order to validate
these models is limited, especially over the tropics [Walter
et al., 2001a]. Many wetland ecosystems have not been
studied in sufficient detail to derive reliable parameteriza-
tions. Simpler models are easier to constrain as they tend to
lump processes together, e.g., resulting in an overall model
temperature dependence [e.g., Gedney et al., 2004; Ringeval
et al., 2010]. However, they may lack processes which turn
out to be important. All of these models would benefit from
the availability of more field data, especially over the tropics.
[40] Given the general lack of calibration data, it is not

surprising that there are widely differing results from the
limited number of future climate change studies so far car-
ried out. Some of this is likely to be partly due to differing
temperature dependencies for CH4 production. This uncer-
tainty is likely to decrease as wetland models become better
constrained.
[41] Inverse modeling provides a helpful tool in reducing

the uncertainty in large‐scale emissions. Using historical
studies to constrain wetland CH4 models is hampered by
limited CH4 measurements and more limited knowledge of
wetland extent and climate. Preindustrial studies have the
advantage that anthropogenic sources are small, although
their exact estimates are based on crude assumptions

[Houweling et al., 2000]. Also, it is not clear how wetland
area changed because of drainage and cultivation between
preindustrial times and the present day. Houweling et al.
[2000] suggest that better isotopic measurements from ice
cores would constrain preindustrial wetland emission esti-
mates further.
[42] Modeling the trends in the recent historical CH4

budget and its interannual and seasonal variability is likely
to be effective in constraining wetland emissions and their
sensitivities to temperature and hydrological changes. The
data required to constrain the system are better known over
this time period. However, even over this time period, lack
of observations, uncertainties in transport models, anthro-
pogenic emissions, and the OH concentration distribution
limit this technique.
[43] In the future, the use of total column CH4 estimates

from satellite data [e.g., Frankenberg et al., 2005] and better
emissions inventories should help to constrain wetland CH4

models further. The use of CH4 isotopes may also help in
isolating different emission processes [e.g.,Mikaloff Fletcher
et al., 2004a]. Use of more complex wetland models in
inversion studies may also help to provide better a priori
data in top‐down studies. Satellite‐derived estimates of
monthly wetland area [e.g., Prigent et al., 2007] could also
be incorporated into inverse studies.

3. TERRESTRIAL PERMAFROST

3.1. Definition and Description of Permafrost
[44] Permafrost is defined as perennial sub‐0°C ground

and covers approximately 20% of the terrestrial surface of
the world [Davis, 2001], storing large quantities of carbon
[Schuur et al., 2008]. Permafrost is up to 50 m deep in the
“discontinuous” zone where a patchwork of permafrost and
nonpermafrost occurs and 350–650 m deep in the “contin-
uous” zone [Schuur et al., 2008]. Permafrost has a lower
vertical limit owing to the Earth’s geothermal gradient
causing temperature to increase toward the Earth’s core, at a
rate of approximately 1°C per 30–60 m [Lachenbruch,
1968]. Permafrost in the discontinuous zone is especially
vulnerable to environmental change as it typically comprises
thinner soils and is already close to its thawing point. Per-
mafrost also exists in the marine environment as subsea
permafrost and is discussed in the context of CH4 hydrates in
section 4.4.2.
[45] The layer of ground above permafrost which is

subject to spring/summer thawing and winter refreezing is
termed the active layer (Figure 3). This influences hydrol-
ogy, plant rooting, and organic carbon storage and decom-
position [Schuur et al., 2008]. In winter, the active layer is
sandwiched between freezing air above and subzero per-
mafrost below and loses heat both upward and downward,
leading to progressive freezing. During such freezing along
two fronts above and below (the “zero curtain effect”) with
liquid water migration prevented by the two fronts, the latent
heat of fusion holds the temperature at the freezing point
until the freeze or thaw is complete and raises hydraulic
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pressure [Putkonen, 2008; Williams and Smith, 1989].
Freeze‐thaw cycles are now also thought to contribute to the
seasonal cycle of emissions of CH4 [Mastepanov et al.,
2008], but the mechanisms remain uncertain.
[46] Carbon stored in permafrost can be conceptually split

into two categories: largely organic‐rich carbon in frozen
peatlands and carbon in mineral soils within the permafrost.
Peatlands develop as highly organic soils because of reduced
decomposition in saturated anoxic conditions. The physical
accumulation of organic soil in peatland means that layers of
carbon formerly in the active layer become increasingly deep
and can hence become permanently frozen as permafrost.
Where permafrost exists, basal decomposition may be halted,
creating deeper peat structures incorporating ice [French,
2007]. Kuhry and Turonen [2006] identify early inception
of peatlands following the last glacial in boreal areas over
permafrost. Because this carbon has been deposited near the
surface by biological activity, the surface tends to have high
carbon density, but physical disturbance from cryoturbation
(see below) can lead to significant carbon density at depth too.
[47] Lower carbon content mineral soils can also become

buried in time because of deposition of wind‐borne dust and
silt (termed “loess”). Such deposits also result in carbon
originally at the surface becoming increasingly deep and
hence subject to permafrost freezing. Yedoma is relict
grassland, incorporating root, plant, and animal matter
buried deep under wind‐borne or fluvial sediments. Such
deep deposits of organic‐rich material buried during the
Pleistocene have survived for thousands of years in areas of

Alaska and Siberia by being preserved in permafrost [Zimov
et al., 2006b]. Despite its lower organic carbon fraction,
loess has more labile carbon because it has seen very little
decomposition before freezing, whereas permafrost derived
from bottom peat is entraining organic matter that has
already been decomposing for hundreds or thousands of
years so it is less labile, even if it is of higher carbon con-
tent. Additional deep carbon accumulations in permafrost
have been identified in subpeat organic soils from cryo-
turbation or lake bed accumulation [Walter et al., 2007].
[48] Cryoturbation, or cryogenic mixing, of subsurface

sediments from mechanical freezing processes leads to
distribution of relatively high organic content in deeper
mineral layers throughout permafrost regions with surface
vegetation [Goryachkin et al., 2004; Schuur et al., 2008].
Local topography is also important, and north facing slopes
in Arctic Canada have been found to exhibit permafrost,
organic soil development, and inhibited drainage, whereas
local south facing slopes did not [Carey and Woo, 1999].
The balance of mechanisms which have formed the per-
mafrost (climate and/or ecosystem driven) will affect its
stability and vulnerability to future climate change [Shur
and Jorgenson, 2007].

3.2. Distribution and Inventories
[49] The carbon content in frozen deep peatlands ranges

from 20% to 60% and is <20% in frozen organic soil (peat
or loess) mixed with mineral soil [Schuur et al., 2008]. The
latter includes yedoma with its higher carbon lability. But
the heterogeneous nature of permafrost regions has made
upscaling local measurements to regional totals difficult and
has led to uncertainties in estimates of carbon stored in peat
and permafrost [Hugelius and Kuhry, 2009].
[50] Schuur et al. [2008] calculate a total northern cir-

cumpolar carbon pool in permafrost areas of 1672 Gt C,
split into 277 Gt C in frozen peatlands, 407 Gt C in Siberian
yedoma, 747 Gt C in nonrelict organic/mineral soils, and
241 Gt C in deep alluvial sediments in major river deltas.
This includes nonfrozen surface soil carbon overlying per-
mafrost. Zimov et al. [2006a] estimate 450 Gt C in Siberian
yedoma deposits, and Zimov et al. [2006b] estimate about
400 Gt C in nonyedoma, nonpeat permafrost.
[51] Increasing availability of new measurements and data

sets has led to the recently updated Northern Circumpolar
Soil Carbon Database estimates [Tarnocai et al., 2009].
Tarnocai et al. [2009] break down the estimates of Schuur
et al. [2008] by regions, permafrost extent, depth, and soil
types. Of the 18.8 × 103 km2 surveyed, 10.1 × 103 km2 was
continuous permafrost with about 70% of this in Eurasia and
the rest in North America. As in the work by Schuur et al.
[2008], Tarnocai et al. [2009] estimate 1672 Gt C in total,
with 1024 Gt C in the top 3 m of nonyedoma, nonalluvial
carbon soil. This estimate is further broken down into
496 (191) Gt C estimated in the top 1 m (30 cm) depth of
soil. The continuous permafrost region accounts for 60% of
this mass of carbon, and they estimate that 30% of it is in
peat soils (see Figure 4).

Figure 3. An illustration of the range in temperatures expe-
rienced at different depths in the ground during the year. The
active layer above thaws each summer and freezes each win-
ter, while the permafrost layer below remains below 0°C.
Reproduced with the permission of Natural Resources
Canada 2010, courtesy of the Geological Survey of Canada
(http://cgc.rncan.gc.ca/permafrost/whatis_e.php).
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Figure 4. (a) Distribution of permafrost and (b) soil organic carbon content within the top 1 m in northern
high latitudes. Reproduced from Tarnocai et al. [2009].
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3.3. Observed Changes and Processes Governing
Permafrost Thawing
[52] A major concern is the fate of permafrost that is

currently near the surface and could face degradation or
thaw due to climate change within the coming decades.
Thawing of these high‐latitude permafrost regions may
result in a large source of carbon to the atmosphere
[Goulden et al., 1998]. Recent observations suggest that
such thawing is beginning to take place [Jorgenson et al.,
2006] and that the active layer is increasing in depth
[Oelke et al., 2004], although local conditions will influence
the permafrost response to changes in air temperature [Smith
et al., 2005]. A warmer climate and changes to soil drainage
because of permafrost thawing may have a large impact on
the carbon stored in high‐latitude peatlands. Drying out of
peatland areas has been shown to increase respiration
[Bubier et al., 2003; Lafleur et al., 2003] and therefore
release CO2 and may become a significant contribution to
the climate–carbon cycle feedback [Schimel et al., 1994].
Permafrost thawing will not only increase amounts of active
carbon available for decomposition and release to the
atmosphere but also alter the soil’s physical structure and
hydrological properties, leading to changes in the extent of
wetlands and lakes, which could increase CH4 emissions
significantly [Zhuang et al., 2009].
[53] High latitudes are currently a sink of CO2 but a

source of CH4 [Sitch et al., 2007a]. Future climate change
could reverse the current carbon sink and significantly alter
the production of CH4. This is driven primarily by a warmer,
wetter climate and a longer thawing season, but the
mechanisms by which climate change affects the carbon
balance and CH4 emissions are complex, involving changes
in both phase and amount of soil moisture governed by the
physical impacts on permafrost and feedbacks with surface
vegetation cover [Hinzman et al., 2005; Shur and Jorgenson,
2007]. The impacts of permafrost thawing therefore have to
be viewed in the context of a vegetation and terrestrial carbon
cycle response to regional climate change as well.
[54] The slow nature of soil accumulation, either by organic

peat accumulation or by windblown deposition, means that
growth of present‐day carbon in permafrost has occurred
over many thousands of years. Some ice wedges in North
American permafrost have been dated back to 700,000 years
before present [Froese et al., 2008]. This implies that at least
some permafrost has survived several glacial‐interglacial
cycles, including prolonged periods warmer than today.
However, Jorgenson et al. [2001] identify significant
regions of permafrost degradation in Alaska that has occurred
since 1700, indicating sensitivity to periods of relatively
warm climate.
[55] Processes governing vulnerability of permafrost

carbon can be split into gradual changes such as active layer
deepening and talik formation and sudden changes such as
thermokarst or fire. These gradual and sudden changes will
each be discussed in turn.
[56] Active layer deepening is a simple gradual thawing of

successively deeper and deeper levels due to warmer tem-

peratures (enhanced thawing in summer and reduced
refreezing in winter) and longer above‐freezing seasons.
Soil moisture may increase from simple thawing, with
moisture retention capacity further increasing with soil
organic content as vegetation increases. An increase in soil
moisture leads to a higher heat capacity of the soil, which
makes it slower to refreeze. It also leads to higher thermal
conductivity, increasing thermal coupling with the atmo-
sphere, which counteracts the higher heat capacity. This
leads to increased summer thawing that may not be balanced
by winter refreezing. Increased snow cover in autumn (as
predicted by some climate models) leads to increased
insulation and hence reduced refreezing. This mechanism
rather than air temperature has been identified as the most
likely cause of recent observed increases in Arctic soil
temperature. Schuur et al. [2008] contend that processes that
thaw carbon from a perennially frozen state operate an order
of magnitude quicker than direct temperature sensitivity of
carbon release and are thus more important processes.
Active layer deepening is the clearest such mechanism of
carbon release by thawing. A further feedback occurs in that
decomposition of soil organic matter releases heat energy
and can further warm the soil. If this occurs at sufficient
depth that the soil is well insulated from the atmosphere,
then the warming can become self‐sustaining as it leads to
further decomposition [Khvorostyanov et al., 2008a].
[57] In dryland or upland areas, a longer growing season

may induce further warming through a lower surface albedo
because of increased shrub abundance or taiga‐tundra
feedback [Sturm et al., 2001]. Increased shrubs may also
promote summer desiccation and wildfires. In wetland areas,
however, mosses retain moisture well, and increased pro-
ductivity can lead to increased soil organic content with
greater moisture retention properties, feeding back into the
thermal processes outlined above. The impact of overlying
vegetation on soil moisture will influence whether decom-
position proceeds aerobically (producing CO2) or anaero-
bically (producing CH4), but this influence may vary
regionally in sign.
[58] Sudden changes to the landscape can occur because

of the effects of thermokarst and fires. Thermokarst is the
physical collapse of the ground surface due to thawing of
the underlying permafrost. This occurs when the active layer
increases because of a change in the thermal equilibrium and
leads to heterogeneous subsidence features and lowland lake
formation [Schuur et al., 2008] and possibly also the
destruction of overlying forest [Osterkamp et al., 2000;
Hinzman et al., 2005]. This is dependent on ice distribution
and thaw, in turn dependent on soil properties, geomor-
phology, and topography [Shur and Jorgenson, 2007]. High
ice content is necessary for thermokarst to occur, with high
thermal coupling to the atmosphere and low heat capacity of
the permafrost‐affected ground. This favors soils and sedi-
ments in discontinuous permafrost and disfavors rocky
areas, mountainous areas, and continuous permafrost areas
[French, 2007]. Thawing can lead to both increased lakes if
thermokarst collapses fill with water [Jorgenson et al.,
2001] or decreased lakes if frozen soil forms the bottom
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of a lake, allowing it to drain [Yoshikawa and Hinzman,
2003]. Which of these happens upon thawing depends on
location, extent, and ice content of the permafrost.
[59] Wildfires have a sudden and marked impact on the

landscape. In addition to the impact on standing biomass,
fire can consume the surface cover of dead litter which
provided insulation to the soil prior to the fire. It can also
reduce the albedo. Both the decrease in insulation of the soil
and the subsequent warming due to reduced albedo can lead
to an increase in active layer depth [Liljedahl et al., 2007].
North American boreal fires have been observed to increase
over the second half of the 20th century in both burned area
and extreme fire frequency [Kasischke and Turetsky, 2006].
This increase has been attributed to anthropogenic climate
change [Gillett et al., 2004] and is also likely to be the case
in Siberia, where Soja et al. [2007] report a recent increase
in extreme fire seasons and a long‐term upward trend in
reported area burned. Changes in future fire regimes in boreal
ecosystems will be determined by interactions between cli-
mate, soil moisture, and vegetation cover and composition,
with longer projected fire seasons and increased seasonal
severity [Stocks et al., 1998] both leading to likely increases
in carbon released because of fires.
[60] Taliks generally refer to horizontal permanently

unfrozen layers between the seasonally frozen active layer
above and frozen permafrost below. They are common in
marginal permafrost areas but uncommon in continuous
permafrost zones [French, 2007]. As the active layer deepens
and can no longer fully refreeze during winter, talik formation
can occur as progressively thicker layers of ground are left
permanently unfrozen year round. Taliks can influence sub-
surface runoff and drainage [Yoshikawa and Hinzman, 2003]
and provide year‐roundmoisture for soil respiration, meaning
that CO2 and CH4 production from decomposition can pro-
ceed throughout the winter months.
[61] The most important determinant of whether release of

frozen carbon happens as CO2 or CH4 is whether decom-
position proceeds aerobically or anaerobically, which gen-
erally depends on whether the thawing permafrost is water
saturated or not. This, in turn, depends on the subsurface soil
structure and whether thawing has allowed increased
drainage. In anaerobic conditions, a greater proportion of
soil organic carbon decomposition is released as CH4,
although not all of it necessarily reaches the atmosphere.
Diffusion of oxygen in and CH4 out of the soil both occur
through the soil profile and also through plant tissue. If
CH4 percolates through enough depth of soil with sufficient
oxygen levels, it can be oxidized to CO2 before reaching the
atmosphere. If CH4 is produced in sufficiently high con-
centrations, then it can form bubbles and be released to the
atmosphere through ebullition.

3.4. Permafrost Modeling and Future Projections
[62] Existing approaches for modeling permafrost use

different models which give emphasis to different aspects
from small to large scales and short to long time scales and
which focus on physical or biogeochemical processes.
Lawrence and Slater [2005] performed a future simulation

of the fate of Arctic permafrost. They find a 90% reduction
in permafrost extent by 2100 for the SRES A2 scenario. As
the model did not simulate carbon dynamics, there are no
associated estimates of CH4 or CO2 release, but Lawrence
et al. [2008b] did consider an additional feedback of local
warming amplified by sea ice melt and subsequent albedo
reduction. Burn and Nelson [2006] and Delisle [2007] claim
that the Lawrence and Slater [2005] figure is an overestimate
owing to limited simulation of deep soil thermal fluxes.
Lawrence and Slater [2006] respond by acknowledging that
deep permafrost below 3.5 m is not modeled and citing
additional mechanisms that might increase the impact of
permafrost thaw (carbon efflux from thawed soil, vegetation
cover response, and wildfires). This simulation therefore
highlights the potential for significant near‐surface perma-
frost thaw, while showing deficiencies in permafrost repre-
sentation in a general purpose land surface scheme.
[63] Citing model scenarios and risk assessments, Schuur

et al. [2008] give a range of 50–100 Gt C release from
thawing permafrost by 2100. Consideration of self‐sustaining
biological warming from organic matter decomposition
suggests that the higher figure is more likely [Khvorostyanov
et al., 2008b]. Tarnocai and Stolbovoy [2006] give a similar
volumetric estimate for permafrost peatland carbon release
from Canada of 48 Gt C for the 21st century consistent with
lower lability of the peat carbon store.
[64] Zimov et al. [2006b] estimate that where thawing,

yedoma could release all of its carbon content within a few
decades. Dutta et al. [2006] calculate that 40 Gt C could be
released this way over 4 decades if 10% of the Siberian
yedoma thaws. This is dependent on the high lability of
carbon in yedoma and decomposition leading to bacterial
respiratory warming accelerating the thawing process. It
further assumes a rate of thaw at the high order of magnitude
simulated by Lawrence and Slater [2005], which has been
questioned as being too high.
[65] Khvorostyanov et al. [2008a] developed a permafrost

model specifically for the yedoma region, in eastern Siberia.
Driving the model with an idealized linear warming trend,
ranging from 3°C to 8°C per century, the authors found a
release of 75% of the 500 Gt C initial stock of frozen carbon
within the next 3–4 centuries. The average release rate was
estimated to be about 2.8 Gt C yr−1; this is about one third of
the current rate of CO2 emission from fossil fuel burning
[Khvorostyanov et al., 2008c]. However, no fluxes of
CH4 were reported in that study. In a separate study,
Khvorostyanov et al. [2008b] used the SRES A2 warming
scenario from the Institut Pierre‐Simon Laplace climate
model over the 21st century, followed by stabilization to
force the same model but for a single location, in the
Yedoma Ice Complex (59.3°N, 101.5°E). The amount of
carbon released between 2100 and 2200 in the form of CO2

was about 236 kg C m−2 or 92%, and 20 kg C m−2 or 8%
was released in the form of CH4. In this case, anaerobic
formation of CH4 is caused not by water saturation but by
lack of oxygen diffusing to the deep levels where decom-
position is occurring. No regional total estimate was re-
ported as this was a site level study, but if this were to
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happen over an area of yedoma of 1 million km2 [Zimov
et al., 2006b], it would equate to 236 Gt C released over a
100 year period.
[66] Ise et al. [2008] have coupled a one‐dimensional

cohort model with thermal and hydrological feedbacks, but
not plant growth, under warming/thawing and drying con-
ditions. They found that feedbacks between organic carbon
content and soil thermal and hydrological properties could
accelerate loss of peat, with particular sensitivity to extended
dry periods in climate. In their simulations there is an initial
pulse of CH4 release in response to warming, but the majority
of the carbon is later released as CO2 as the soil column dries
and decomposition can proceed aerobically.
[67] Wania et al. [2009a] tried to address both physical

and biogeochemical model aspects by extending the Lund,
Potsdam, and Jena vegetation model to include eight organic
soil layers in the top 2 m and extend down to 10 m depth
with an explicit treatment of peat and nonpeat hydrology
and the influence of carbon content on soil properties. These
changes allowed the model to better simulate soil tempera-
ture and permafrost extent and also improved the carbon
balance in frozen ecosystems [Wania et al., 2009b]. When
used to examine the impact of future climate change [Wania,
2007], this model simulated large losses (>60%) of perma-
frost in the region 45°N–60°N, even under the B1 emissions
scenario. Significant losses also occurred in the region
60°N–75°N, but north of 75°N, despite rapid soil warming,
soil temperatures remained sufficiently below freezing that
no loss of permafrost occurred.

3.5. Challenges and Prospects for Modeling
in Global ESMs
[68] Current climate carbon cycle models tend to treat soil

organic content in mineral soils but not in organic soils.
Organic soils have much higher content of organic matter,
so the carbon itself affects their physical properties, unlike
in mineral soils where the physical properties tend to be
determined by the mineral soil itself with soil organic matter
largely responding to, but not affecting, the environmental
conditions. Feedbacks between hydrological and thermal
conductivity and soil organic matter content can accelerate
both peat accumulation and loss [Ise et al., 2008]. It is
possible that the nature of the temperature response of
heterotrophic respiration changes across the freeze‐thaw
boundary [Michaelson and Ping, 2003; Zhuang et al., 2003].
[69] Similarly, land surface schemes can typically treat

freezing and thawing of soil moisture but only up to a
limited depth, for example, 3 m in the Hadley Centre climate
models and the Joint UK Land Environment Simulator land
surface model [Essery et al., 2003]. But such shallow layers
are unable to properly represent the temperature cycles and
evolution of deeper soils and typically overestimate vari-
ability and rate of change [Lawrence et al., 2008a]. Alexeev
et al. [2007] describe how at least 30 m depth of soil is
required in the Community Land Model in order to capture
permafrost dynamics. They also suggest that a thick per-
mafrost slab below the explicitly resolved layers may be a
computationally efficient solution without the need for

explicit soil physics below this. Riseborough et al. [2008]
review recent numerical deep permafrost models at regional
and global spatial scales. The National Snow and Ice Data
Center model; the Main Geophysical Observatory (St. Pe-
tersburg) model; the Northern Ecosystem Soil Temperature
model; and University of Alaska Fairbanks–Geophysical
Institute Permafrost Lab model, version 2 (UAF‐GIPL v2),
are uncoupled spatial permafrost models. These models
adopt observed soil and snow properties and extent. UAF‐
GIPL v2 [Marchenko et al., 2008] uses enthalpy to solve for
vertical heat conservation, which gives implicit consider-
ation of phase change dynamics in deeper soils or rocks.
These models have been used to predict permafrost extent
and active layer thickness at regional scales, driven by cli-
mate projections from a general circulation model.
[70] Deeper thermal physics can be addressed by includ-

ing more layers within existing mineral soil models. Deeper
organic soil development requires an explicit model. The
peat decomposition model (PDM) of Frolking et al. [2001]
represents and tracks individual cohorts of peat deposited
over tens to thousands of years on an annual time scale and
is used in the Peatland Carbon Simulator system [Frolking
et al., 2002] to explicitly simulate the carbon balance of
northern peatlands in a way which may be coupled to large‐
scale land surface models and climate models. PDM
explicitly includes belowground litter input from roots and
the productivity of both vascular and nonvascular plants.
[71] An issue for large‐scale modeling of permafrost

response is the high level of spatial heterogeneity. Dynamic
permafrost landforms such as peat palsas and plateaus,
vertical ice wedge formation, and characteristic polygon
patterns from frozen ground contraction exist on the meter
scale. Subsurface hydrology may also be further compli-
cated by networks of heterogeneous holes or “pipes”
[Holden et al., 2009; Holden, 2005; Carey and Woo, 2000].
These issues cannot be explicitly represented in large‐scale
land surface models and so need to be parameterized. For
example, cryoturbation processes from ice wedge freeze‐
thaw cycles can be represented as a simple diffusion of
carbon content through model vertical levels, or thermokarst
processes could be represented by changing surface rough-
ness or topographical parameters. There is often no con-
sensus between authors over their detailed interpretations of
the geomorphological processes [e.g., Davis, 2001; French,
2007]. Models of these dynamic high‐latitude geomorphol-
ogies tend to characterize individual features [e.g., Nixon,
1983], as a by‐product of civil engineering models. Detailed
fine‐scale models and observations are required to enable this.
[72] Peatland and permafrost models are beginning to

be incorporated into land surface and vegetation models
but, to date, have not been run in coupled climate models.
The complex interactions between climate, soil moisture,
snow cover, ecosystems, fire, and permafrost provide a
significant challenge; it is hard to study any of these
aspects in isolation without a sound understanding of all
of them. A key question is how permafrost thawing will
have an impact on the water table depth as this is key to
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determining CH4 emissions. This remains a clear gap in
Earth system modeling.

4. OCEANIC METHANE HYDRATES

4.1. Definition of Methane Hydrates and the Gas
Hydrate Stability Zone
[73] Clathrates are a class of crystalline compounds which

are formed from a regular arrangement of complex cage‐like
structures of molecules and which have “guest” atoms/
molecules trapped within the cages. When the cages are
composed of water molecules, the compounds are called
hydrates, and they can exist as several types (types I, II, and
H), depending on the number of water molecules in the cages
and the sizes of the guest atoms/molecules present [Beauchamp,
2004; Sloan and Koh, 2008]. In general terms, hydrates are
stable at high pressures and low temperatures and in the
presence of sufficiently high concentrations of their guest
atoms/molecules [Kvenvolden, 1993]. The most common
hydrates on Earth are CH4 hydrates, with the CH4 coming
from a variety of sources [Archer, 2007]: juvenile (volcanic
gases and hydrothermal vents), biogenic (organic matter
degradation by microorganisms), and thermogenic (produced
from organic matter abiologically at higher temperatures than
biogenic CH4). The various sources of CH4 can be distin-
guished by differences in carbon isotopic values, and by far,
the largest source of CH4 in natural hydrates is of biogenic
origin [Sloan, 2003].
[74] On Earth, hydrates are found mostly associated with

deep permafrost and within marine sediments on the conti-
nental margins in water depths exceeding 500 m [Beauchamp,
2004] and can also occur along gravitationally unstable
continental slopes. Assuming sufficient CH4 concentrations,
estimates of in situ pressure and temperature can be used to
define a theoretical gas hydrate stability zone (GHSZ), and
this can be used to predict a volume of sediment where gas
hydrates are theoretically stable and might potentially exist.
Figure 5 shows schematics of the CH4 GHSZ associated with
terrestrial permafrost, shallow water, and deep ocean water
sediments. The volume occupied by the GHSZ is influenced
by the geothermal gradient. Although it is thought to be in
the range of 25–30 K km−1 in most of the world, this could
vary substantially regionally. A recent study by Camps et al.
[2009], for example, indicated that the average geothermal
gradient off the coast of Scotland, U.K., was 45 K km−1 with
a standard deviation of 11 K km−1. Sedimentation can
cause some hydrate to dissociate below the base of the
GHSZ. Some of the CH4 released migrates back into the
GHSZ, but some remains as bubbles [Fleischer, 2001].

4.2. Global Distribution and Inventories
[75] Knowledge of the extent to which marine gas hydrates

occur globally is still very incomplete and is obtained both
directly and indirectly. Direct observation of gas hydrates has
been obtained by drilling and associated well logs; Sloan and
Koh [2008] reported 23 locations where hydrate samples
were recovered: 3 in permafrost and 20 from the ocean.
Indirectly, the presence of gas hydrates can be identified by

the bottom‐simulating reflector (BSR), which detects a
sharp impedance contrast on seismic profiles between the
hydrate zone and the free gas beneath it. However, there are
a significant number of cases where hydrates are present but
BSR did not indicate their presence [Sloan, 2003]. Gornitz
and Fung [1994] have used Coastal Zone Color Scanner
satellite imagery data to estimate regions of high seafloor
organic matter on the basis of sea level chlorophyll con-
centrations and thus likely hydrate zones. Direct measure-
ments of total organic carbon on the seafloor, however,
show only a weak correlation with sea level phytoplankton
[Klauda and Sandler, 2005].
[76] There have been large decreases in global estimates

of CH4 within hydrates since the 1970s due to mapping and
drilling estimates. Nevertheless, recent estimates still show
quite large differences. The global estimate of 104 Gt C by
Kvenvolden [1988] was based largely on the volume of
sediments lying within the GHSZ in the oceans and per-
mafrost areas and on extrapolations from a handful of
known deposits. This estimate was considered as an early
“consensus value” and suggests that the amount of energy in
hydrates is equivalent to twice that of all other fossil fuels
combined. However, a recent review by Milkov [2004] put
the global estimate at 500–2500 Gt C. With this lower
range, the size of the gas hydrate reservoir is comparable to
other carbon reservoirs such as soil or dissolved organic
matter in water.
[77] A distinction can be made between passive and active

margins in global inventory estimates of CH4 in marine
hydrates [Gornitz and Fung, 1994]. In passive margins,
sediment accumulation is the dominant source of organic
material (and CH4) and hence limits the hydrate abundance.
In active margins, on the other hand, hydrate abundance can
be much higher as organic material (and CH4) is scavenged
from a much larger area. Buffett and Archer [2004] used
available observations to constrain the mechanisms respon-
sible for hydrate formation and then used a quantitative
model as the basis for extrapolation. They estimated a global
inventory of 600 and 470 Gt C in hydrate and gas bubbles,
respectively, for passive margins. For active margins, the
corresponding estimates were 2200 and 930 Gt C in hydrate
and bubbles, respectively. Their best global estimate was
obtained by weighting these inventories by the fractional
area of passive and active margins (75% passive and 25%
active) to give a total global estimate of 1600 Gt C, with
1000 and 600 Gt C in hydrate and bubbles, respectively
(these values have all been scaled down by a factor of 3
primarily because of an interpolation error, as reported by
Archer et al. [2009]). This partitioning between hydrate
and bubbles is consistent with observational estimates
[Hornbach et al., 2004]. However, their global estimate is
lower than that from Kvenvolden [1988] partly because
that estimate assumed that 10% of the sediment pore volume
was occupied by hydrates, whereas in the work by Buffett
and Archer [2004], the active margins only yielded a peak
value of 6%. Archer [2007] argues that if observations
from Blake Ridge or Hydrate Ridge are taken as represen-
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tative of global hydrates, then the 10% volume fraction used
by Kvenvolden [1988] was too high.
[78] As shown above, the amount of hydrate filling the

pore volume presents a large uncertainty in global estimates.
As a result, the recent study of Klauda and Sandler [2005]
included a mass transfer model to estimate the pore volume
occupied by hydrates. Their global estimate of 56 × 103 Gt C
is larger than that of Kvenvolden [1988] and much higher
than those of Milkov [2004] and Buffett and Archer [2004].
Archer [2007] suggested that the difference with Buffett and
Archer [2004] could be attributed to differences in the
sediment accumulation rate and carbon conversion effi-
ciencies, with the Klauda and Sandler [2005] study using an

accumulation rate of sediment which was far too high for the
deep ocean. However, they argue that their estimate is large
because they include inland seas and hydrates at greater
ocean depths as well as continental margins. When con-
sidering seafloor depths of less than 3000 m, they get an
estimate of 20 × 103 Gt C, which is comparable with the
consensus value of Kvenvolden [1988]. However, it is still
much higher than the estimate of Milkov [2004], but that
study assumed that only 20% of the continental margins
contained suitable conditions for hydrate growth and used a
lower pore volume fraction than was calculated by Klauda
and Sandler [2005].

Figure 5. Illustration of the gas hydrate stability zone (a) associated with terrestrial permafrost, (b) in
shallow offshore regions, and (c) in the deep ocean, adapted from Kvenvolden and Lorenson [2001].
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[79] In the model study by Buffett and Archer [2004], the
downward flux of organic matter (carbon rain) in the water
column was prescribed as a function of water depth, i.e.,
maximum fluxes in shallow water with lower fluxes in deep
water. However, they found that the rate at which organic
carbon is buried in the ocean sediment is sensitive to the
oxygen concentration in the overlying water. A decrease in
oxygen concentration of 40 mM in the deep ocean can
increase the CH4 inventory by a factor of 2 and vice versa.
They also found that an increase in carbon rain by 50%
(using two different assumptions) resulted in the global CH4

inventory increasing by a factor of 2, with the partitioning of
the additional CH4 between clathrate and bubbles dependent
on the assumption. This suggests that oxygen and the rate of
carbon rain, as well as temperature, may be important for
assessing the size of past and present‐day hydrate inventories.
[80] The more recent review by Archer [2007] with a

revision from Archer et al. [2009] suggests that a realistic
consensus on the global estimate of the CH4 stored in
marine hydrates is in the range of 170–1000 Gt C, with the
inclusion of bubble CH4 adding a similar amount. Both the
areal coverage of CH4 hydrate sediment and the average
hydrate volume fraction contribute a factor of 3 to the
uncertainty in the global estimate, thereby resulting in a
factor of 10 in the overall uncertainty. This could be reduced
by further CH4 hydrate sampling and by improving the
techniques used for estimating the CH4 concentration.
[81] As mentioned above, there are also stores of CH4 in

polar regions, held in terrestrial hydrates under ice sheets
and within permafrost soils. Although the amount of CH4

held in such hydrates is lower than in marine hydrates and
largely uncertain, it could still be quite large [Harvey and
Huang, 1995, and references therein]. They are also vul-
nerable to climate change particularly given future expected
temperature changes in high latitudes [Meehl et al., 2007].
For a full discussion on terrestrial hydrates, the mechanisms
involved in their destabilization, and their potential to
release CH4 to the atmosphere with anthropogenic warming,
the reader is referred to Brook et al. [2008].

4.3. Methane Hydrates and Past Climate Change
[82] Hydrates are very sensitive to changes in temperature

and pressure [Dickens and Quinby‐Hunt, 1994; Brewer et al.,
1997]. As a result, they have been implicated in past climate
change [e.g., Dickens et al., 1995; Kennett et al., 2000].
[83] The Paleocene‐Eocene thermal maximum (PETM),

for example, occurred 55 Myr ago and was characterized by
a period of intense global warming and a rapid decrease (up
to −3‰) in the global mean carbon d13C isotopic ratio
[Kennett and Stott, 1991; Koch et al., 1992; Katz et al.,
1999; Bains et al., 1999; Dickens, 1999]. Deep ocean
warming of about 4°C–6°C has been inferred in many cores,
with an ocean surface warming of 4°C–8°C [Katz et al.,
1999]. The intense warming could have been driven by a
massive CH4 release from hydrates along the continental
margins [Dickens et al., 1995], the so‐called “methane
burp” hypothesis, in which the release involved 1500–
2000 Gt C over a few thousand years [Norris and Röhl,

1999]. If Paleocene and present‐day margins are consid-
ered as similar, then the global volume of the Paleocene
GHSZ was approximately 43% of the present‐day GHSZ
(because of warmer water temperatures) and halved during
the PETM [Dickens, 2001]. With the present‐day global
estimate of CH4 within gas hydrates of 500–2500 Gt C by
Milkov [2004], for example, this would imply that there was
an insufficient release of CH4 to account for the observed
d13C excursion at the PETM [Milkov et al., 2003].
[84] Quaternary climate change refers to brief atmospheric

warming events, and there is evidence of corresponding
large oscillations in atmospheric CH4 from polar ice cores
on orbital, millennial, and decadal time scales [Lorius et al.,
1990; Chappellaz et al., 1990; Loulergue et al., 2008].
Kennett et al. [2000] suggest, from the observation of carbon
isotopic anomalies in benthic and planktic foraminifera, that
thermal dissociation of CH4 hydrates repeatedly discharged
large quantities of CH4 from marine sediments into the atmo-
sphere, the so‐called “clathrate gun hypothesis” [Kennett et al.,
2002]. Dissociation has also been attributed to sea level falls
[Paull et al., 1991]. However, an alternative hypothesis is
that the increases in atmospheric CH4 could be attributed to
enhanced methanogenesis (section 2.1) in tropical wetlands
receiving greater precipitation during intense monsoon
activity and the effect of temperature [Chappellaz et al.,
1990]. Indeed, D/H isotopic ratios from ice cores mea-
sured over the rapid CH4 increases of the last deglaciation
and during a single Dansgaard‐Oeschger warm event of the
last glacial period suggest that marine hydrates were stable
during these abrupt warming episodes [Sowers, 2006].

4.4. Methane Hydrate Sensitivity and Processes
Governing Release of Methane to the Atmosphere
[85] There is still some debate on the extent to which the

decomposition of hydrates is responsible for past variations
in atmospheric CH4 concentrations. Nevertheless, there is
concern that future global warming may lead to hydrate
instability and an enhanced CH4 flux to the atmosphere,
thereby imposing a strong positive feedback that would
amplify anthropogenic warming [Harvey and Huang, 1995;
Prather et al., 2001].
[86] As atmospheric temperatures increase because of

increasing greenhouse gases, higher temperatures will
propagate into the deep ocean/seafloor, and the inventory of
hydrate is expected to decrease. The time scale for changing
the temperature of the ocean increases with depth, but there
are significant regional variations in this time scale. In
particular, the Arctic is expected to warm more strongly than
the global mean. Dickens [2001] calculated that the volume
of the GHSZ associated with marine hydrates halved during
the PETM with a temperature increase of 5°C. On the other
hand, Buffett and Archer [2004] used their mechanistic
model to predict the sensitivity of the steady state CH4

marine hydrate inventory. They found that an increase in
temperature reduced the steady state global inventory
because of a reduction in the GHSZ and an increase in the
diffusive loss of CH4 from the sediments toward the seafloor.
For an ocean temperature increase of 3°C, their inventory of
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CH4 reduced to approximately 15% of the present‐day
inventory. Unfortunately, their calculated change is a steady
state solution and does not reveal the time scale over
which the transition could occur.
[87] The build up to a steady state hydrate inventory took

several million years [Davie and Buffett, 2001]; its desta-
bilization due to warming may be relatively rapid [Dickens,
2003]. However, this may still be slow compared to the time
scale of anthropogenic global warming. Archer [2007]
suggests that most hydrates are well insulated from the
Earth’s surface so that their decomposition will take place
on time scales of millennia or longer. The heat conduction in
a solid, such as ocean sediments, is proportional to thermal
conductivity which has values of 0.65–1.2 W m−1 K−1

[Newson and Brunning, 2004; Sclater et al., 1969; Moqsud
et al., 2008]. The response of such sediments to a transient
thermal forcing can only be determined numerically and
requires knowledge of the material density and heat capacity.
Using typical values for ocean sediments, it takes about
2000 years for a 2°C positive anomaly to raise the temper-
ature at 100 m depth by 1°C. In addition, hydrate decom-
position is an endothermic process and thus decreases
ambient temperature, which slows down heat propagation in
the medium even more.
[88] Because of the sensitivity of the GHSZ to tempera-

ture and pressure, several studies have investigated the
effect of changes to sea level and seafloor temperature on
the CH4 hydrate reservoir [Xu et al., 2001; Katz et al., 2001;
Dickens, 2003]. However, these studies used idealized
temperature and pressure changes over a single ocean sed-
iment column, thereby neglecting regional variability. On
the other hand, Fyke and Weaver [2006] used a global cli-
mate model in combination with a simple time‐dependent
GHSZ model to estimate potential spatial and temporal
changes to the GHSZ volume in response to a range of climate
model experiments. They found that along the continental
margins, warming was significantly greater than the global
average warming. Over half of the associated GHSZ loss
occurred within the first 5000 years after initiation of the
atmospheric CO2 increase, with the initial significant loss
occurring within 200 years. This initial loss principally
occurred in shallow water in midlatitude to high‐latitude
regions associated with sea ice loss. They also noted the
sensitivity of the GHSZ volume decrease to thermal dif-
fusivity of the seafloor.
[89] As can be seen from Figures 5b and 5c, shallow water

hydrates destabilize from the top and bottom parts of their
stability zone, whereas deep ocean hydrates only destabilize
from the bottom part of their stability zone, which is typi-
cally hundreds of meters below the seabed. Only when a
sustained increase in seafloor temperature has propagated
through the sediment column to the bottom of the GHSZ
will it cause the deepest, most marginal hydrate to start to
break down.
[90] Detailed models of CH4 hydrate destabilization have

been developed (e.g., TOUGH+HYDRATE) initially with
the aim to understand the risk of hydrate destabilization
related to offshore oil drilling. These models resolve how a

temperature and pressure perturbation propagates down-
ward, including the effect of fluid motion within the sedi-
ment column, and how destabilized CH4 can move upward.
Although these models have been tested and used locally,
there is no assessment yet of the time scale associated with
CH4 hydrate destabilization at the global scale.
[91] A recent study by Lamarque [2008] used the IPCC’s

fourth assessment report (AR4) 1%‐CO2 increase per year
simulations to quantify the potential for CH4 hydrate
destabilization with a doubling of CO2. He found the largest
temperature increases occurred mostly in the Northern
Hemisphere, particularly north of 50°N. Using these tem-
perature changes and on the assumption that the existence of
hydrates is only dependent on depth (pressure) and tem-
perature, he calculated a model mean release of CH4 at the
bottom of the ocean of 560–2140 Tg CH4 yr

−1 as an upper
bound. This flux was reduced to 5–21 Tg CH4 yr−1 to
represent a flux reaching the atmosphere by applying an
observed leakage rate of 1% from a large seepage zone
[Mau et al., 2007]. The uncertainties on the fraction of CH4

emitted at the sea bottom reaching the atmosphere are dis-
cussed in section 4.4.3. Although the intermodel standard
deviation was approximately 30%, these estimates remain
highly uncertain. No consideration was given to the global
occurrence and/or depth of CH4 hydrates or the time scale
associated with the propagation of a temperature anomaly at
the seafloor into the sediment.
[92] Acoustic observations above the seabed west of

Spitzbergen have recently revealed more than 250 plumes of
CH4 bubbles in the water column above the GHSZ, coin-
ciding with a recent warming of bottom waters by about
1°C over the last 30 years [Westbrook et al., 2009]. Part of
the escaping gas could correspond to free gas usually
trapped below the GHSZ and migrating upward along the
GHSZ lower boundary until it reaches the intersection
between the sediment‐water interface and the GHSZ. These
observations suggest a close connection between bottom
water warming and methane hydrate degassing under pres-
ent conditions. More recently, Reagan and Moridis [2009]
used TOUGH+HYDRATE to run a two‐dimensional sim-
ulation of the conditions representative of the west Spits-
bergen margin; their model results were remarkably
consistent with Westbrook et al.’s [2009] observations and
indicated that the observed CH4 plumes could have origi-
nated from temperature‐driven dissociation of hydrates.
4.4.1. Role of Pockmarks and Landslides
[93] As well as deep ocean temperature change, CH4 could

be released from hydrates through pockmarks [Archer,
2007]. These are holes in the sediment surface resulting
from brutal escape of gas to the ocean. They range in size
from meters to kilometers, with one on the crest of Blake
Ridge being 700 km2 in size [Kvenvolden, 1999]. The
amount of CH4 released through pockmarks is small com-
pared to the atmospheric CH4 burden. If the Blake Ridge
pockmark is the result of a large venting of gas in a single
event, for example, it could only have released about 1 Gt C
as CH4 [Archer, 2007].
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[94] Submarine landslides are an integral part of the ocean
sedimentary system [Hampton et al., 1996] and are com-
monplace in river deltas. There have been regular landslides
off the coast of Norway and in the Mediterranean Sea
[Rothwell et al., 2000], with the potential for landslides off
the east coast of the United States [Dugan and Flemings,
2000]. A drop in sea level or warming may trigger
hydrate destabilization, leading to landslides [Kvenvolden,
1999; Driscoll et al., 2000; Vogt and Jung, 2002]. Such
landslides individually could release up to 5 Gt C as CH4

[Archer, 2007]. A well‐documented example is the large
Storegga slide off Norway, which occurred in two steps
since 50,000 years before present and could have released
even more CH4 [Nisbet, 1992]. However, it is not known if
future warming is sufficient to cause failure of continental
slopes on a global scale, but isotopic evidence of rapid
carbon release in the past is suggestive [Buffett and Archer,
2004].
[95] There have been other observations of CH4 bubbling

through the seafloor. For instance, Are [2001] reports that
release of gas bubbles was observed by Ivanov in the delta
of the Yana River (Laptev Sea) as early as the 1960s. Paull
et al. [2007] also recently documented methane‐rich gas
bubbles in the Beaufort Sea shelf. These gas bubbles orig-
inate from what they call “pingo‐like features” on the
Beaufort Sea shelf. Pingos are mounds of earth in the
permafrost environment of the Arctic, sub‐Arctic, and
Antarctica that can reach up to 70 m in height and up to
2 km in diameter. Paull et al. [2007] hypothesized that
growing submarine pingos result from gas pressure associ-
ated with gas hydrate decomposition. Shakhova et al. [2005]
observed very large CH4 supersaturation of bottom waters
on the Siberian shelf, in areas where CH4 hydrates are
ubiquitous in sediments, thus suggesting a significant con-
tribution of hydrate decomposition to the current CH4 bal-
ance of waters on this continental shelf. More recently, they
have also reported on CH4 gas venting into the atmosphere
[Shakhova et al., 2010].
[96] Emissions from pockmarks, landslides, and pingos

contribute to the CH4 budget and may constitute the conduit
for increased emissions in the future. However, there is no
evidence that such emissions have yet increased because of
global warming.
4.4.2. Particular Case of the Arctic Ocean
[97] Both models and geophysical data support the exis-

tence of subsea permafrost in large areas of the Arctic
shelves down to a water depth of about 100 m [Rachold
et al., 2007]. Subsea permafrost is the result of exposure of
the seabed to cold temperatures during the LGM when sea
level was much lower. Subsea permafrost is still poorly
understood, mainly because of the lack of direct observa-
tions. However, it is known to be associated with gas
hydrates, which can be stored below the subsea permafrost,
and the stability of these hydrates is sustained by the exis-
tence of permafrost. It is unclear whether some CH4

hydrates can also be stored within the permafrost layer and,
if so, how big this reservoir is.

[98] Since the hydrates are often several hundred meters
under the sediments, it is likely that the heat diffusing
through the sediments over the last 10,000 years (since the
last deglaciation) is now just reaching them. For instance,
Paull et al. [2007] offer a scenario where these thermal
changes are caused by the continued warming associated
with Holocene sea level rise and do not mention anthropo-
genic warming at all in their study. Both Weitemeyer and
Buffett [2006] and Wadham et al. [2008] propose a mech-
anism by which CH4 hydrate accumulates below continental
ice sheets during ice ages. The source of CH4 is microbial
decomposition of organic material below the ice sheet.
Deglaciation then releases the CH4 from hydrates into the
atmosphere. Wadham et al. [2008] estimate the size of the
subglacial reservoir of organic carbon and the amount that is
available for microbial conversion. They conclude that the
CH4 release (63 Gt C during a deglaciation) would have to
be episodic to have a significant impact on atmospheric CH4

concentrations. However, Wadham et al. [2008] include a
fairly shallow depth of ocean sediments in their estimates
and do not examine the fraction of the CH4 reservoir that
may respond on a longer time scale during a deglaciation.
[99] Anthropogenic warming is adding to the warming

experienced in the Arctic since the LGM. Seawater tem-
perature increases in response to increased atmospheric
temperature, lack of insulation by disappearing sea ice, and
warmer Atlantic water inflow. The Arctic Ocean tempera-
tures at the seabed in a historical integration [Stott et al.,
2006] of the Hadley Centre Global Environment Model,
version 1 [Johns et al., 2006], have really only increased
since preindustrial times in the last 25 years. The waters of
the Barents and Kara seas (and to a lesser extent the Laptev
Sea) have warmed by about 2.5 K. The pattern of warming
and salinity is entirely consistent with the cause being
increased inflow of warm saline Atlantic waters. Elsewhere
in the Arctic, the bottom temperatures have risen by about
0.1–0.2 K (up to 1 K in the West Spitzbergen Current), and
this appears to be due to changes in buoyancy (with a
gradual freshening of deeper water) resulting in slightly
convective deeper mixing (although not to the seabed).
Diffusion of heat would take the warming the rest of the
way. The relative contributions of the Holocene warming
and the recent anthropogenic warming to the diffusion of
heat into the subsea permafrost and deep marine sediments
at the origin of the CH4 emissions discussed previously are
not known.
[100] We analyze here simulations from the AR4 multi-

model ensemble [Meehl et al., 2007] which were forced
with the SRES A1B emissions scenario [Nakićenović et al.,
2000]. In the ensemble mean, the warming at the ocean bed,
as defined by the physical temperature of each model’s
lowest ocean level, is greatest in the region of the western
Barents Sea. We select this region (20°E–30°E, 73°N–76°N)
from each of the AR4 models to obtain a spread in model
ocean floor temperatures and depths across the AR4
ensemble for 1860 and 2100. Figure 6 shows these modeled
temperature profiles in relation to the hydrate stability curve.
This stability curve is obtained from a corrected version of
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equation 1 from Dickens and Quinby‐Hunt [1994] so that it
is consistent with their Figure 1. All of the models except
one show some hydrate stability in the western Barents Sea
in 1860 but a reduction and/or disappearance of the stability
zone by 2100 using the SRES A1B emissions scenario.
Again, these are equilibrium results, and the dynamics of the
sediment warming has yet to be modeled.
4.4.3. Fate of Methane Emitted at the Seafloor
[101] A less explored issue is the fate of CH4 emitted at

the seafloor. CH4 solubility in seawater is small (it is much
smaller than that of CO2). For a given temperature‐pressure
profile, Zhang [2003] estimated that CH4 solubility increases
with depth to about 0.1 wt % at 500 m below sea level, using
data from Duan et al. [1992]; note that the data have been
updated by Duan and Mao [2006]. At low depths (low
pressure), CH4 dissolves in water, and if the CH4 concen-
tration exceeds the solubility, the excess CH4 would be in
the gas phase. However, there might not be enough nucle-
ation sites within the seawater to actually turn the excess
CH4 into bubbles. The ocean can therefore be supersaturated
with respect to CH4 in some places. At larger depths (high
pressure), CH4 hydrates are stable, and any excess CH4

would be found in the hydrate phase. In the sediment
column, CH4 hydrate stability decreases with increasing
depth (because of increasing temperature), and CH4 solu-
bility in pore water increases. The relatively high CH4 sol-
ubility at large depth suggests that the ocean could store
large amounts of CH4 emitted at the seafloor, but decreasing
solubility with decreasing pressure means that this CH4

would eventually turn into bubbles and outgas to the
atmosphere when the water rises.
[102] Zhang [2003] reviewed what could happen follow-

ing a release of CH4 at the seafloor. If CH4 is released as
CH4 hydrate, since the density of CH4 hydrate is lower than
that of seawater, whether released hydrate (e.g., from a
submarine landslide or faulting) rises through the water
column or not depends on how much sediment is mixed
with it. If sediment mixing is small, then CH4 hydrate would
rise through the water column and experience dissolution
and dissociation during ascent. Zhang and Xu [2003] have
estimated that hydrate chunks larger than 100 mm in radius
would be able to survive dissociation through a 530 m
surface layer. This is consistent with observations by Brewer
et al. [2002], who revealed that hydrate pieces of 100 mm
size easily survived transit from the seafloor (780 m) to the
ocean surface. Paull et al. [2003] also report that marine
slumping can release large pieces of solid gas hydrate that
would float upward in the water column and reach the upper
layers of the ocean before decomposing.
[103] If CH4 is released as bubbles, then the bubbles

would rise through the water and expand as the pressure
decreases. However, if the ocean is not saturated with
respect to CH4, then dissolution would also happen, and
whether the size of the bubble increases or not depends on
the competition between expansion and dissolution. Zhang
[2003] reported that the critical radius for a bubble to sur-
vive a 50 m rise is 0.9 mm. If the CH4 bubble is released
into deep water where hydrate is stable, then a hydrate shell
would form around the bubble, which slows down disso-
lution. The hydrate shell will break and reform as the CH4

gas in the bubble expands during the rise of the bubble.
Rehder et al. [2002] have observed the phenomenon of
hydrate skin formation on CH4 bubbles. They found that the
rise of CH4 and argon bubbles were similar above the CH4

hydrate stability zone (i.e., about 520 m depth). Below this,
enhanced CH4 bubble lifetime was observed which they
attributed to the formation of a hydrate skin. McGinnis et al.
[2006] modeled the size of CH4 bubbles rising through the
water column. They point out that even though the size of a
bubble reaching the surface can be larger than its initial size,
it would only contain a fraction of the CH4 that was initially
released because of the difference in pressure. For instance,
in the Black Sea a bubble released as a 12 mm bubble at
90 m depth would only contain 10% of the initial CH4, with
the other 90% mainly dissolving in the water close to the
seafloor. McGinnis et al. [2006] conclude that significant
CH4 release to the atmosphere is only possible from shallow
water depths (i.e., less than 100 m). Zhang [2003] also notes
that in the case of a major eruption bubbles would rise
collectively as a bubbly water plume because bubbly water
has a lower density than the surrounding seawater, which
can lead to a rapid buoyant rise of the water plume. This
process could considerably enhance the fraction of emitted
CH4 that reaches the ocean surface.
[104] If CH4 dissolution is important, then it is important

to determine what the fate of that dissolved CH4 is and
whether it can leak into the atmosphere when the ocean is

Figure 6. Illustration of the change in shallow water gas
hydrate stability zone in the western Barents Sea. The stabil-
ity curve (shown in black) is calculated from a corrected
version of equation 1 from Dickens and Quinby‐Hunt
[1994]; the correction was required to be consistent with
their Figure 1. The vertical temperature profiles are from the
IPCC AR4 multimodel ensemble along with an assumed
geothermal gradient of 0.02 K m−1 [Lachenbruch, 1968].
The majority of models show some hydrate stability back in
1860 (blue) but a reduction and/or disappearance of the
stability zone by 2100 (red). The depth of the water appears
to be different because of the different horizontal resolution
of each model.
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ventilated. There is evidence that CH4 is consumed in deep
water by microbial oxidation. This phenomenon could
explain why marine sediments record numerous episodes of
CH4 hydrate decomposition during the Quaternary era,
whereas ice core records suggest a minor contribution of
such degassing on the atmospheric CH4 budget. Scranton
and Brewer [1978] showed that dissolved CH4 concentra-
tions rapidly decrease with depth in the North Atlantic and
North Pacific oceans. However, they observed that CH4

consumption ceases within 100 years of isolation from the
ocean surface. Rehder et al. [1999] deduced a time scale for
CH4 oxidation in the North Atlantic Deep Water of about
50 years. This may have implications for the scenarios of
hydrate release under climate change. While some regions
of the ocean have low concentrations of CH4 because of
CH4 oxidation, other regions exhibit larger CH4 concentra-
tions because of natural sources of CH4 at the seafloor. It is
therefore important to determine the extent to which the
ocean is undersaturated, saturated, or supersaturated with
respect to CH4. For example, Ward et al. [1987] show a
vertical profile of CH4 in the western Cariaco Basin down to
1200 m, which reveals an increase in CH4 concentration up
to 12 mM at 1300 m. Ward et al. [1987] also estimated a
CH4 oxidation rate of 0.4 nM d−1 below 600 m depth in the
deep anoxic layer. Mau et al. [2007] observed a CH4 plume
emitted at the seafloor from the Coal Oil Point on the
Californian coast. They found that only 1% of the dissolved
CH4 released at the seafloor enters the atmosphere within
their study area of 280 km2. The rest of the dissolved CH4

emitted from the Coal Oil Point may enter the atmosphere
farther away from the source or be oxidized by microbes in
shallow coastal water or farther away in deep water where it
has been mixed. Mau et al. [2007] argue that most of the
dissolved CH4 seems to be transported and oxidized below
the water surface.
[105] In addition to bubble and hydrate dynamics and

physics, the sea surface microlayer is also important in both
the consumption and production of atmospheric trace gases
[Conrad and Seiler, 1988]. There is evidence that general
microbial activity and metabolism at the air‐sea interface
can regulate air‐sea gas exchange. In the tropical Atlantic
Ocean, Conrad and Seiler [1988] found a significant mis-
match between the invasive and evasive exchange of trace
gases (e.g., CH4 and CO) which they attributed to microbial
gas consumption in the sea surface microlayer. Similarly,
Frost [1999] found an invasion‐evasion mismatch of up to
8% for CH4 in the coastal North Sea. Further work in a
laboratory gas exchange tank with added methanotrophs
confirmed the potential for active bacterioneuston control of
trace gas exchange; air‐water CH4 exchange differed by up
to 10% relative to both nitrous oxide (N2O) and an inert
tracer (sulfur hexafluoride), consistent with active metabolic
control of CH4 exchange by the bacterioneuston [Upstill‐
Goddard et al., 2003]. These studies collectively suggest
that the bacterioneuston is intimately involved in the cycling
of at least some climatically active trace gases, including
CH4, and that it is potentially both a small gas source and a

small gas sink dependent upon the prevailing microbial and
biogeochemical regimes.
[106] In conclusion, the evidence for the importance of

CH4 emission by hydrates to the atmosphere is contradic-
tory. On the one hand, observations and calculations show
that a significant fraction of the CH4 can reach the water
surface and the atmosphere if the CH4 is emitted in large
quantities or as large bubbles, especially from shallow water
depths. On the other hand, CH4 dissolution, mixing with
deeper water, and microbial CH4 oxidation could play an
important role to significantly decrease the flux of CH4 to
the atmosphere if the CH4 source is smaller, is more diffuse,
happens through smaller bubbles, or takes place deeper in
the ocean. There are few measurements of the CH4 con-
centration in the ocean and no global picture of the oceanic
CH4 distribution. It seems important to investigate further
the fate of CH4 in the ocean for different source locations,
emission rates, and bubble size.

4.5. Challenges and Prospects for Modeling
in Global ESMs
[107] A key challenge in CH4 hydrate research is improving

our knowledge of the characterization of CH4 hydrates with
a particular focus on their global occurrence, physical and
chemical properties, and total CH4 inventory. Further data
are also needed on the geothermal gradient and thermal
diffusivity in the sediment column. Direct observations of
gas hydrates have been obtained by drilling and associated
well logs, but to date, there is still a relatively small number
of locations where hydrate samples have been recovered.
The overall uncertainty in the CH4 inventory is still quite
high because of uncertainties in both the hydrate areal extent
and the average hydrate volume fraction. This uncertainty
could be reduced by further hydrate sampling and by
improving the techniques used for estimating the CH4

concentration.
[108] As well as improving our knowledge on the occur-

rence, characteristics, and location of CH4 hydrates in the
ocean sediments by field and laboratory‐based studies, it is
necessary to develop process‐based models of hydrate‐
bearing sediments. Complex biological models describing
the sedimentation and burial of biological material on the
bed of shallow seas exist [e.g., Moll and Radach, 2003], but
considerable development is required to translate these into
models of clathrate formation. Some geological models also
exist, but they are used largely in the oil and gas industries
rather than in the context of climate change. By simulating
the processes of hydrate formation and dissociation, it will
be possible to use these models to examine how the GHSZ
will change under different equilibrium conditions. A par-
ticular focus should also be on how the ocean warming will
propagate through the sediment column, the time scale
associated with it, and the transient rather than the steady
state response of the hydrates. Given the long time scales
associated with the deep ocean, it is recommended that these
models be applied to shallow water hydrates in the Arctic
Ocean, where substantial warming has already been observed
and modeled. A case study for these models could well be the
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last interglacial period, 115,000–130,000 years before pres-
ent. With about 50 W m−2 of additional insolation during
summer months, the Arctic region experienced considerable
warming, with surface summer temperature 4°C–5°C
warmer than today [CAPE‐Last Interglacial Project Members,
2006]. Detailed records of atmospheric CH4 and its carbon
and hydrogen isotopic ratios measured in polar ice cores
could disentangle the possible contribution of hydrate de-
gassing under such critical conditions.
[109] Once destabilization occurs, the fate of the CH4

emitted from ocean sediments is also unclear. Process mod-
eling of the ocean CH4 cycle will be required to understand
the various processes in the ocean (bacterial oxidation of
CH4, horizontal and vertical transport mechanisms for
methane, and air‐sea flux of CH4). This work could be
extended to examine the sensitivity to the location and rate of
CH4 emissions at the seafloor.

5. METHANE PHOTOCHEMICAL FEEDBACKS
ON CLIMATE

5.1. Methane Chemistry
[110] As described in section 1, the principle destruction

pathway for CH4 is via oxidation by the OH radical. The
rate of this reaction includes a temperature term with the
consequence that the loss of CH4 increases by approxi-
mately 2.3% for every 1°C increase in temperature. The
principle source of OH is UV photolysis of ozone in the
presence of water vapor. The densities of OH are highest
where the sources are highest, i.e., in regions of high water
vapor density such as the tropical lower troposphere. Under
a changed climate where both temperature and water vapor
density are expected to rise, the combined effect is to
increase the removal rate of CH4 [Johnson et al., 1999,
2001]. A multimodel study by Stevenson et al. [2006] found
that by 2030 climate change might be expected to reduce
the CH4 lifetime by around 4% compared to the climate at
the year 2000. Future changes in emissions of CO, hydro-
carbons, and NOx will affect the OH density and hence CH4

lifetime, with increases of CO and hydrocarbons decreasing
OH and increases in NOx increasing OH.
[111] The chemistry that determines the OH radical con-

centration in the atmosphere can be complex and involves
numerous reactions between various species. Detailed dis-
cussions are given, for instance, by Levy [1971], Rasmussen
and Khalil [1984], Blake and Rowland [1988], Cicerone
[1988], or Hough and Derwent [1990]. Essentially, though,
OH is determined by the following reaction chain:

HO2ðRO2Þ þ NO ! OHþ NO2ðR1Þ

NO2 þ h� ! NOþ Oð3PÞðR2Þ

Oð3PÞ þ O2 þM ! O3 þMðR3Þ

O3 þ h� ! Oð1DÞ þ O2ðR4Þ

followed by

Oð1DÞ þ H2O ! 2OH

O3 þ HO2 ! OHþ 2O2ðR5Þ

O3 þ OH ! HO2 þ O2:ðR6Þ

Incidentally, reactions (R1)–(R3) lead to the formation of O3,
and reactions (R4)–(R6) result in O3 destruction. Nitrogen
oxides and hydrogen radicals are recycled through this cata-
lytic reaction chain. Chain breaking occurs through the fol-
lowing reactions:

NO2 þ OHþM ! HNO3 þMðR7Þ

HO2 þ HO2 þM ! H2O2 þMðR8Þ

OHþ HO2 ! H2Oþ O2;ðR9Þ

in which both NOx and OH are eventually lost from the cat-
alytic cycle. The reaction of OH with CO, CH4, and
NMVOCs produces peroxy radicals that feed into reaction
(R1) and result in cycle closure:

OHþ CO ! ðO2;MÞ ! HO2 þMðR10Þ

OHþ CH4 ! ðO2;MÞ ! H2Oþ CH3O2:ðR11Þ

The net effect will depend on the balance between CO,
NMVOC, and NOx emissions in any particular scenario.
Stevenson et al. [2006] found changes in CH4 lifetime of
0.0%, +1.4%, and +2.7% for three different emission sce-
narios for 2030.

5.2. Methane Feedback on Itself
[112] Because CH4 changes its own loss rate, a perturba-

tion to the CH4 distribution (such as an emission pulse) will
not decay with the tropospheric lifetime but will last longer
because of the reduced OH density. For the tropospheric
chemistry models that contributed to the IPCC third assess-
ment report [Prather et al., 2001], the average increase in
lifetime was found to be a factor of 1.4. This means that for
an atmospheric lifetime of 8.4 years (including dry deposi-
tion and stratospheric loss), the perturbation lifetime of an
emission pulse is 12 years. In the steady state response to a
step emission change, the fractional change in the CH4

burden due to the fractional change (d) in the emissions is
raised to the power of 1.4 (i.e., CH4 → CH4 × (1 + d)1.4). So
a 1% increase in CH4 emissions would lead to an increase in
the CH4 burden of 1.4%.

5.3. Methane Direct and Indirect Effects
[113] CH4 concentrations have increased from values of

around 715 ppb in preindustrial times to 1787 ppb in 2008
[Dlugokencky et al., 2009]. This gives a CH4 radiative
forcing of over 0.48 W m−2. This change in CH4 is less than
that expected because of the increase in CH4 emissions as
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concurrent increases in NOx emissions have increased the
rate of removal. The impact of CH4 emissions alone since
preindustrial times is 0.59 W m−2 [Shindell et al., 2005].
[114] As well as a direct radiative forcing, CH4 emissions

can change the concentrations of other greenhouse gases.
CH4 is a precursor of tropospheric ozone, under atmospheric
conditions rich in NOx. Shindell et al. [2005] estimate that
CH4 emissions since the preindustrial era have contributed
to a forcing by tropospheric ozone of 0.2 W m−2. Sitch et al.
[2007b] suggest that the damage caused by ozone to vege-
tation could be to double the effective direct radiative
forcing from an increase in tropospheric ozone alone by
suppressing the land carbon sink. This results in additional
anthropogenic CO2 emissions accumulating in the atmo-
sphere and is therefore an indirect radiative forcing of
climate.
[115] The impact of CH4 changes on stratospheric water

vapor from 1880 to 2000 is estimated to be +0.07 ±
0.05 W m−2 [Hansen et al., 2005]. Finally, the ultimate
degradation product from CH4 is CO2. The contribution
from CH4 concentration changes to the CO2 forcing is
0.016 W m−2 [Forster et al., 2007]. The latter two con-
tributions need to be scaled up by 20% to attribute the
forcing to CH4 emissions in the absence of concurrent NOx

emissions. Therefore, the total radiative forcing from pre-
industrial times to the present day due to CH4 emissions
(including the ozone damage effect) is 1.1 ± 0.2 W m−2, and
this estimate is even higher when the direct and indirect
effects of nitrate and sulfate aerosols are also considered.
Shindell et al. [2009] find a decrease in aerosol formation in
response to an increase in CH4 due to the chemical feed-
back which leads to a net positive radiative forcing. This
should be compared to a present‐day radiative forcing of
1.74 W m−2 from anthropogenic CO2 emissions.

5.4. Interplay of the Methane Cycle With Volatile
Organic Compounds
[116] Oxidation by OH radicals represents the main

atmospheric sink not only for CH4 but also for many organic
compounds of natural and anthropogenic origin. Once
emitted into the atmosphere they compete for the available
OH radicals, thereby altering the oxidizing capacity of the
atmosphere [Levy, 1971;Hauglustaine et al., 1998; Bey et al.,
2001;Collins et al., 2002;Folberth et al., 2006]. Through this
interaction, NMVOCs have a significant impact on the
chemical lifetime of CH4 in the atmosphere.
[117] Generally, it is expected that NMVOCs deplete

OH in an unpolluted environment, thereby increasing the
chemical lifetime of CH4 [Granier et al., 2000; Lelieveld
et al., 2002; von Kuhlmann et al., 2004]. As outlined in
section 5.2, this perturbation to the CH4 lifetime will be
amplified by the CH4 feedback on its own lifetime. How-
ever, in a polluted environment where NMVOC emissions
are generally collocated with pronounced emissions of NOx,
NMVOC oxidation leads to a buildup of ozone and, con-
sequently, OH by the catalytic action of NOx. This widely
accepted picture has recently been challenged by Lelieveld

et al. [2008], who indicate that oxidation of natural
NMVOCs, notably isoprene, might provide a mechanism for
OH recycling even in a pristine, low‐NOx environment. This
proposed mechanism could effectively limit the impact of
primary NMVOCs on the CH4 lifetime. Thus, it could have
significant implications for the future evolution of the CH4

atmospheric burden, but the mechanism of OH recycling
remains largely unclear.
[118] Using a dynamic global vegetation model, Lathière

et al. [2005] have calculated that total BVOC emissions
could increase from 725 Tg C yr−1 at present‐day conditions
to 1250 Tg C yr−1 at the end of the 21st century in response
to climate change. This increase by 75% over the present‐
day source implies a significant increase in the CH4 lifetime
and, consequently, its atmospheric concentration, adding
further to a direct radiative forcing. The study by Lathière
et al. [2005] did not take into account the inhibiting effect
of increasing CO2 concentrations on isoprene formation
[Monson et al., 2007]. However, further studies by Arneth
et al. [2007] and Heald et al. [2009] have found little or
no impact on future isoprene emissions as a consequence
of the CO2 inhibition effect.
[119] It has to be pointed out, though, that the predictions

of future NMVOC emissions from the biosphere are
affected by extremely large uncertainties related to both the
ecosystem adaptation and distribution in a changing climate
as well as the actual emission magnitude itself. Effects that
have been outlined include a reduced stomatal exchange rate
with the atmosphere in response to elevated CO2 levels
[Field et al., 1995], damage of plants due to exposure to
surface ozone [Sitch et al., 2007b], inhibition of isoprene
emissions on an intercellular level by elevated ambient CO2

concentrations which could partially counteract the long‐
term CO2 fertilization effects [Arneth et al., 2007; Heald
et al., 2009], and reduced isoprene emissions as a conse-
quence of drought [Pegoraro et al., 2004]. In addition, these
processes depend on and interact with each other and the
climate and atmospheric composition, implying a highly
nonlinear response to future changes.
[120] The overall impact of these processes on future

BVOC emissions is largely unknown at present, and most of
the research is at a very early stage. Keeping in mind the
very large uncertainties around all processes that govern
BVOC emissions from the terrestrial biosphere, the most
likely future scenario currently anticipated is one in which
emissions of BVOCs which dominate over anthropogenic
NMVOCs in the present‐day atmosphere will increase
substantially in response to a warmer climate and elevated
atmospheric CO2 levels [Sanderson et al., 2003; Lathière
et al., 2006; Monson et al., 2007] and, hence, will play
a key role in the global CH4 budget.
[121] The future evolution of atmospheric CH4 con-

centrations may also be understood by turning to the past.
The study of past atmospheric CH4 fluctuations from ice
cores allows some of the vast uncertainties around the
magnitude of the CH4‐NMVOC feedback in future climate
to be constrained. CH4 concentrations measured in gas
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bubbles that were preserved in the ice show that atmospheric
concentrations of CH4 have increased from about 380 ppb at
the LGM 21,000 years before present to roughly 715 ppb
during the preindustrial era [Chappellaz et al., 1993b, 1997;
Brook et al., 2000]. This increase in the atmospheric CH4

concentration by more than 65%, which is similar to the one
predicted to occur over the 21st century, has been attributed
to a substantial amount to the increase in BVOC emissions
from a more productive tropical forest and the developing
boreal forests as a consequence of the shrinking of the
continental ice sheets [Valdes et al., 2005; Kaplan et al.,
2006; Harder et al., 2007].
[122] Valdes et al. [2005] and Kaplan et al. [2006] have

calculated an increase of the CH4 lifetime by approximately
1.3 years (19%) and 2.1 years (29%) from 7.1 and 7.3 years
at LGM to 8.4 and 9.4 years, respectively, for the prein-
dustrial Holocene (PIH) as a consequence of increasing
BVOC emissions. In those studies, BVOC emissions were
calculated to increase by 100% and 57%. This increase in
CH4 atmospheric lifetime would account for between 55%
and 88% of the increase in the atmospheric CH4 concentra-
tion from LGM to PIH [Valdes et al., 2005; Kaplan et al.,
2006]. However, these model studies have large uncertainties
since many effects cannot be taken into account at the
current stage of model development. Nevertheless, these
modeling studies have found experimental support recently
[Loulergue et al., 2008]. Because of its inherently nonlinear
nature it is not possible to extrapolate the past feedback
directly into a future atmosphere quantitatively. Neverthe-
less, it seems legitimate to assume that a similar feedback
process in the past will result in a feedback of the same sign
and possibly similar magnitude in the future. Furthermore,
the available results at least allow us to speculate about how
the future increase in BVOC emissions will affect the evo-
lution of the CH4 burden over the 21st century. It can be
hypothesized that a 75% increase in BVOC emissions is
possible over the 21st century [Lathière et al., 2005] with
little impact from the CO2 inhibition effect [Arneth et al.,
2007; Heald et al., 2009]. A similar increase in BVOC
emissions from the LGM to the preindustrial period results
in an increase of the CH4 lifetime by roughly 1–2 years
[Valdes et al., 2005; Kaplan et al., 2006]. A simple reaction
kinetic consideration implies a 2.3% or roughly 3 month
decrease in CH4 chemical lifetime per °C increase in tem-
perature at constant OH concentrations. The CH4 feedback
on its own lifetime extends this lifetime decrease to 3.2% or
almost 4 months per °C warming. A global warming of 2°C–
4°C by 2100 [Meehl et al., 2007] results in a decrease in the
CH4 chemical lifetime due to temperature and humidity
changes alone of between approximately 8 and 15 months.
[123] Consequently, this very rough comparison would

indicate that the effect of a 75% increase in BVOC emis-
sions on the CH4 lifetime and the chemical kinetic effect due
to expected global warming are of the same order of mag-
nitude but of opposite sign, potentially cancelling each
other. However, very large uncertainties persist around these
figures, and further model improvements are required to

assess the importance of nonlinear chemical feedbacks in
the Earth system.

6. CONCLUSIONS AND RECOMMENDATIONS
FOR FUTURE RESEARCH

[124] We have made an assessment of the available sci-
entific literature on CH4 feedbacks related to natural sources
of CH4 from wetlands, permafrost, and ocean sediments. In
summary, the complex and nonlinear processes governing
the sources and atmospheric chemistry of CH4 cause a
feedback loop between the climate, the terrestrial vegetation
as the source of BVOCs, the oxidation capacity of the
atmosphere, and the atmospheric CH4 burden. The feedback
loop can be described in simple terms as follows: rising CH4

emissions from wetlands, thawing permafrost, and destabi-
lizing marine hydrates increase atmospheric CH4 con-
centrations; this increase in CH4 concentration, amplified by
the effect of CH4 on its own chemical lifetime, results in a
greater radiative forcing on climate and terrestrial ecosys-
tems. The ecosystems, given our current understanding,
respond to the warmer, more humid conditions by an
increase in BVOCs, which further augments the chemical
lifetime of CH4. Finally, the resulting additional radiative
forcing could lead to more or faster thawing of permafrost,
further destabilization of marine hydrates, and potentially
even larger wetland CH4 emissions. But this feedback loop
could break down because of increased drought conditions
resulting in a loss of global wetland area or a reduced BVOC
emission efficiency in the terrestrial ecosystems under water
stress or be limited by the speed of permafrost thawing and/or
destabilization of marine hydrates. It is difficult, if not
impossible, to predict if and when this breakdown occurs
without simulating the entire feedback loop. Many of the
processes involved are poorly understood or are only now
being uncovered. The next generation of ESMs will provide
the required framework to analyze the numerous inter-
dependencies that contribute to the global CH4 cycle.
[125] Our main findings on future CH4 emissions are

summarized in Figure 7, which shows cumulative emissions
of CH4 as a function of the time scale of climate change.
The diagram is semiquantitative and should be interpreted as
such. The light blue line corresponds to present‐day emis-
sions of ∼600 Tg CH4 yr−1 and can be used to assess the
importance of the CH4 feedbacks on different time scales.
Our review indicates an increase in wetland emissions of
10%–35% per °C warming, which we roughly translated
into a range of cumulative emissions until 2100 (red lines).
There are no studies looking at longer time scales, but
emissions would be expected to continue, although perma-
frost thawing, changes in land use, and soil humidity all
contribute to increase the uncertainty range. The change in
CH4 lifetime due to changing BVOC emissions is fairly
uncertain but can be translated into equivalent emissions as
was done with the pink lines in Figure 7; it is thought to be a
smaller effect than that from wetland emissions, especially if
there is a CO2 inhibition effect on BVOC emissions. The
change in CH4 lifetime due to the increase in temperature
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and humidity is expected to be of a similar magnitude but
opposite sign (not shown in Figure 7). Thawing of the
terrestrial permafrost will result in CO2 and CH4 emissions
on time scales of a few decades to several centuries. Uncer-
tainties in future emissions are dominated by the extent of
carbon stores, the fractional area and volume of permafrost
thawing, and the ratio of CH4 to CO2 emissions. We place a
range in Figure 7 that reflects published estimates compiled
in this review. We limit here the cumulative emissions of
CH4 from terrestrial permafrost to a fraction of the carbon
stores, but emissions can carry on as permafrost regions are
transformed into wetlands with their own vegetation
dynamics. Existing inventories on marine hydrates place an
upper bound on cumulative CH4 emissions from this source;
the blue dotted lines in Figure 7 show the range of 4 × 105

and 3 × 106 Tg CH4. Marine hydrates can only be fully
destabilized on time scales of millennia because of the large
inertia associated with the global oceanic circulation and
heat propagation in sediments. It is difficult to put a lower
bound on atmospheric CH4 emissions from hydrates
because of the possibility of large quantities of CH4 being
oxidized in oceanic water and the range of future climate
projections. Likewise, it is not possible to give an estimate
for emissions on shorter time scales. It is clear, however, that
this is a very large reservoir of CH4 that could dominate
other sources of CH4 even if emitted on long time scales.
Methane has a lifetime of the order of 10 years so cumu-
lative emissions, as presented in Figure 7, are only partially
relevant for climate change. While the enhanced emissions
from wetlands or the enhanced lifetime due to BVOC
emissions would happen continuously, emissions from the
terrestrial permafrost or marine hydrates could happen in a
nonlinear way as various thresholds are crossed.
[126] A significant increase in CH4 emissions and atmo-

spheric concentrations due to climate change is therefore a

possible scenario for the next century. However, uncer-
tainties are very large, and as discussed above, it is difficult
to be very conclusive regarding the magnitude of CH4

feedbacks and their time scales. The following statements
can nevertheless be made:
[127] 1. Natural emissions of CH4 are likely to increase in a

warmer climate; however, the magnitude and rate of change
of future emissions from natural sources are largely unknown.
[128] 2. There are large amounts of carbon stored as

organic matter in permafrost or as CH4 hydrates in the ocean
sediments. However, it is not clear how quickly these carbon
stores can be released and how much would survive
microbial oxidation between the source and the atmosphere.
The risk of a rapid increase in CH4 emissions is real but
remains largely unquantified.
[129] 3. Climate change will affect the CH4 lifetime. The

anticipated increases in temperature and water vapor con-
centrations and emissions of BVOCs will have effects of
opposite signs on the CH4 lifetime. In any case, the potential
for increased CH4 emissions is larger than the potential for
increased CH4 sinks.
[130] We also identify a number of gaps in our knowledge:
[131] 1. Our understanding of the present‐day distribution,

CH4 fluxes, and sensitivities associated with wetlands
(including wetland spatial and seasonal distribution itself)
needs to be improved, particularly in relation to tropical
wetlands. Therefore, there is a requirement that ESMs suc-
cessfully represent the wetland hydrology, permafrost pro-
cesses, and vegetation as well as the processes for CH4

formation (including substrate supply), transfer, oxidation,
and emission. Only by improving our understanding of
these processes will we be able to quantify the climate
feedback on wetland CH4 emissions with greater certainty.
[132] 2. The carbon stores in boreal regions are not well

known, although some recent inventories of soil organic
pools in permafrost regions constitute a good starting point
for global‐scale modeling. It is of fundamental importance
to understand the horizontal and vertical distributions of
the carbon stored as organic matter in the land permafrost
and CH4 hydrates in the ocean sediments. Land CH4

hydrates and subsea permafrost may also play a role. Better
inventories of carbon stores will benefit from more
observations and better integration of existing observations,
as well as modeling of paleoclimatic ecosystems and sedi-
ment formation (notably by considering past warmer inter-
glacials as a case study).
[133] 3. It is timely to develop models of permafrost

dynamics. The modeling needs to focus on accurately
representing heat and water transfer within a deep soil layer
with potentially high content of organic matter. The sensi-
tivity of permafrost thawing to global warming will need to
be investigated. It is also important to understand to what
extent permafrost thawing will result in changes in the
water table depth and wetland area in order to predict the
relative strengths of CH4 and CO2 emissions associated
with the decomposition of the organic matter present in the
permafrost.

Figure 7. . Summary diagram of the relative sizes and time
scales associated with methane feedbacks. See text for a dis-
cussion. Note that the diagram is semiquantitative. BVOCs,
biogenic volatile organic compounds.
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[134] 4. It is not just sufficient to know the location of CH4

hydrates in the ocean sediments and how the CH4 hydrate
stability zonewouldmove for different equilibrium conditions;
we need to understand how and how quickly the ocean
warming will propagate through the sediment column. Further
data are needed on the geothermal gradient and thermal dif-
fusivity in the sediment column. It is important that modeling
focuses on understanding the transient rather than steady state
response of marine hydrates to climate change. Some geo-
logical models exist but have hardly been used in the context of
climate change. Given the long time scales associated with the
deep ocean and that CH4 is not likely to enter the atmosphere
from the deep ocean, it is recommended that research
focuses on ocean shelves with a particular emphasis on the
Arctic Ocean where substantial warming has been observed
and modeled. A particular challenge in modeling hydrates in
ESMs will be the different time scales associated with hydrate
formation, heat propagation, etc.
[135] 5. The fate of CH4 emitted from ocean sediments is

unclear. Some simple modeling of the ocean CH4 cycle
should be initiated to understand the various processes at
play in the ocean (bacterial oxidation of CH4, horizontal and
vertical transport mechanisms for methane, and air‐sea flux
of CH4). Sensitivity studies on the location and rate of CH4

emissions at the seafloor should be performed.
[136] 6. The atmospheric response to a large emission rate

of CH4 is not well known. The sensitivity of the oxidizing
capacity of the atmosphere to large emissions of CH4 should
be investigated. This is in the context of changes in the
oxidizing capacity of the atmosphere driven by expected
changes in atmospheric temperature, water vapor, VOC
emissions from the biosphere, and the CH4 feedback on
itself. Earth system models will provide further insight into
the importance of the numerous feedbacks that are involved.
[137] This research should be done collaboratively, pulling

together the relevant multidisciplinary expertise, and should
be quickly incorporated into scientific advice that is pro-
vided to governments regarding safe levels of climate
change.
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